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ABSTRACT: This study describes the coupling of the dynamic global vegetation model (DGVM), Lund–Potsdam–Jena
Model for managed land (LPJmL), with the general circulation model (GCM), Simplified Parameterizations primitivE
Equation DYnamics model (SPEEDY), to study the feedbacks between land-use change and natural vegetation dynamics
and climate during the 20th century. We show that anthropogenic land-use change had a stronger effect on climate than the
natural vegetation’s response to climate change (e.g. boreal greening). Changes in surface albedo are an important driver
of the climate’s response; but, especially in the (sub)tropics, changes in evapotranspiration and the corresponding changes
in latent heat flux and cloud formation can be of equal importance in the opposite direction. Our study emphasizes that
implementing dynamic vegetation into climate models is essential, especially at regional scales: the dynamic response
of natural vegetation significantly alters the climate change that is driven by increased atmospheric greenhouse gas
concentrations and anthropogenic land-use change. Copyright  2010 Royal Meteorological Society
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1. Introduction

Climate and vegetation strongly interact at local to global
scales: while the climate exerts a dominant control on
the spatial distribution of the major vegetation types at
the global scale, vegetation cover affects climate via its
physical characteristics (biogeophysical mechanisms) and
via gas exchange with the atmosphere (biogeochemical
effects) (Brovkin et al., 2006).

Land-use and land-cover change (LULCC) have been
the most important drivers of changes in vegetation pat-
terns and, thus, in land surface properties in the past, and
they yield high potential to do so in the future (Strengers
et al., 2004; Schaeffer et al., 2006; Müller et al., 2007).
Changes in vegetation composition can have significant
effects on climate due to many positive and negative feed-
backs, not only at the regional scale but also at the global
scale.

* Correspondence to: Bart J. Strengers, Netherlands Environmental
Assessment Agency (PBL), Postbus 303, 3720 AH Bilthoven, The
Netherlands. E-mail: bart.strengers@pbl.nl

Figure 1 is an illustration of the main aspects of the
local feedbacks involved for a globally important type of
LULCC: large-scale deforestation for agriculture. Princi-
pally, deforestation increases the surface albedo (Myhre
and Myhre, 2003) and decreases evapotranspiration
because grasses and annual crops cannot access as much
soil water as trees can for transpiration. The increase
in albedo decreases surface short-wave radiation (SSR)
and therefore surface temperatures (blue in Figure 1).
Lower surface temperatures cause an additional reduction
in evapotranspiration, causing less latent cooling, leaving
more sensible heat to warm the surface again, and thus
forming a negative feedback loop (green in Figure 1). In
temperate and boreal regions, the albedo-driven cooling is
often considered to be the dominant factor (Govindasamy
et al., 2001; Bounoua et al., 2002; Matthews et al., 2004;
Brovkin et al., 2006; Bala et al., 2007).

Especially in the (sub)tropics reduced evapotranspi-
ration is more important, also because it reduces con-
vective cloud formation and thus convective precipita-
tion. This again lowers evapotranspiration, forming a
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Figure 1. Conceptual causal loop diagram of the effects of deforestation on the local climate system; ‘−’ indicates negative interaction (if higher
a, then lower b or if lower a, then higher b); ‘+’ indicate positive interactions (if higher a, then higher b or if lower a, then lower b). SSR is
surface short-wave downward radiation, PBL is planetary boundary layer, and T is temperature. Colours indicate the different pathways involved;

for details, see text. This figure is available in colour online at wileyonlinelibrary.com/journal/joc

positive feedback loop (black in Figure 1). Furthermore,
decreasing cloud cover decreases albedo, and therefore
the initial increase in surface albedo is also counter-
balanced by reduced cloud formation. Many studies show
that these counter-balancing factors result, in the end,
in limited tropical cooling compared to the extra-tropics
(Brovkin et al., 2006) or even in a warming (Bounoua
et al., 2002; Bala et al., 2007).

Deforestation also reduces the roughness length for
momentum and thus the turbulence in the planetary
boundary layer (PBL). Reduced turbulence in the PBL
directly reduces the sensible heat flux, a mechanism
that is counter-balanced by an indirect increase through
reduced evapotranspiration (red in Figure 1). In princi-
ple, the overall contribution of changes in roughness
length to surface temperature changes is relatively small
compared to other factors, although the contribution to
changes in evapotranspiration can be substantial (Costa
and Foley, 2000; Matthews et al., 2003; Oyama and
Nobre, 2004).

Finally, there is a relatively strong biogeochemical
impact that raises temperatures through radiative forc-
ing of higher atmospheric CO2 concentrations (purple
in Figure 1), and plants can also obtain CO2 more effi-
ciently from the atmosphere and can, on average, close
their stomata more often, which reduces evapotranspira-
tion (yellow in Figure 1) (Cox et al., 2004; Friedlingstein
et al., 2006; O’Ishi et al., 2009).

Remote effects that can result from LULCC and
changes in natural vegetation, such as remote changes
in rainfall through planetary wave propagation (Gedney
and Valdes, 2000), changes in Hadley cell and Walker
cell circulations due to LULCC in the Tropics and
south-east Asia (Chase et al., 2000; Zhao and Pitman,
2002), or other teleconnections such as those associated
with El Niño-Southern Oscillation (ENSO) events due to

deforestation of the Asian tropical region, are not shown
in Figure 1 (Mabuchi et al., 2005). There are several
studies claiming that remote effects are not relevant or
at least are highly uncertain (Findell et al., 2007; Pitman
et al., 2009). Principally, there is consensus that vege-
tation patterns and LULCC significantly affect regional
climate, while there is still debate about the role of veg-
etation and LULCC impacts on global scale climate (Pit-
man et al., 2009).

Many studies on climate–vegetation interaction use
general circulation models (GCMs) coupled with the so-
called land surface schemes (LSSs), which cover the
interactions on short timescales (i.e. seconds to hours),
dominated by the rapid biophysical and biogeochemical
processes that exchange energy, water, carbon dioxide,
and momentum between atmosphere and land surface.
These types of studies use prescribed vegetation patterns,
and focus either on one or more regions where strong
climate–vegetation interactions are expected such as
the Amazon (Gedney and Valdes, 2000; Voldoire and
Royer, 2004; Avissar and Werth, 2005; Dickinson et al.,
2006), northern Africa (Claussen, 1997; Voldoire and
Royer, 2004; Maynard and Royer, 2004a, 2004b), or
the northern high latitudes (Brovkin et al., 2003; Levis
and Bonan, 2004; Jahn et al., 2005). Other studies
were conducted for the global level (Kleidon et al.,
2000; Koster et al., 2006; Bala et al., 2007), sometimes
taking into account patterns of anthropogenic LULCC
(Chase et al., 2000; Betts, 2001; Bounoua et al., 2002;
Feddema et al., 2005; Brovkin et al., 2006; Pitman et al.,
2009).

A second important class of climate–vegetation stud-
ies also takes into account the intermediate-timescale
(i.e. days to months) processes such as changes in soil
moisture, carbon allocation, and vegetation phenology
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(e.g. budburst, leaf-out, senescence, dormancy), and pro-
cesses on even longer timescales (i.e. seasons, years, and
decades), related to changes in the vegetation structure
itself by coupling a dynamic global vegetation model
(DGVM) with the climate model used. Foley et al. (1998)
were among the first who noted the importance of explic-
itly modelling dynamic vegetation in climate models.
Many studies included vegetation dynamics in either
regional studies, e.g. the Amazon (Cox et al., 2000, 2004;
Cowling et al., 2008), North Africa (Doherty et al., 2000;
Notaro and Liu, 2008) or the northern high latitudes
(Notaro and Liu, 2007; Cook et al., 2008), or at the global
scale (Delire et al., 2004; Gallimore et al., 2005; Notaro
et al., 2005; Bonan and Levis, 2006; Friedlingstein et al.,
2006; Notaro and Liu, 2007). However, there are hardly
any studies that take into account effects of both LULCC
and dynamic natural vegetation on the climate in a single
modelling framework. Analysing both effects simultane-
ously in a consistent framework is important because
direct human LULCC (e.g. deforestation) may act in the
same (e.g. spreading of deserts due to reduced precipita-
tion) or opposite direction of natural vegetation dynamics
(e.g. boreal greening). Also, areas of LULCC and natural
vegetation’s response to climate change partially over-
lap and therefore natural vegetation’s response is at least
partially overruled by anthropogenic LULCC. A study
that does analyse both aspects is provided by Matthews
et al. (2004), who showed that the biogeophysical cool-
ing, mainly Northern Hemispheric, due to LULCC (or
a reduction in the warming if all natural and anthro-
pogenic forcings are considered) since 1700 is amplified
by a positive feedback between vegetation dynamics and
the climate system.

During the 20th century, there has been a strong
increase in anthropogenic greenhouse gas (GHG) emis-
sions, resulting in climate shifts at global and regional
scales. In the same period, significant LULCC have also
occurred. How these LULCC have modified and possi-
bly counteracted the climate shifts due to an increase
in anthropogenic GHGs is not well understood. In this
study, we have investigated, at the global scale, the rela-
tive roles of natural vegetation dynamics and LULCC in
the biogeophysical interaction between climate and veg-
etation during the 20th century. For this, the GCM Sim-
plified Parameterizations primitivE Equation DYnamics
model (SPEEDY) (Molteni, 2003) was coupled with the
DGVM Lund–Potsdam–Jena Model for managed land
(LPJmL) (Sitch et al., 2003; Gerten et al., 2004; Bon-
deau et al., 2007) on a 40-min time-step basis. As indi-
cated above, increasing atmospheric CO2 concentrations
also affect plant productivity and stomatal conductance,
and thus evapotranspiration (yellow in Figure 1). Even
though these effects are explicitly accounted for in all
our experiments, as LPJmL employs the Farquhar photo-
synthesis model (Farquhar et al., 1980), as modified by
Collatz et al. (1991, 1992), we do not explicitly analyse
the effects of CO2 fertilization on stomatal conductance
in this study.

2. Methodology

2.1. The SPEEDY model

SPEEDY has been developed at the International Cen-
tre for Theoretical Physics (ICTP) in Trieste (Italy) and
has been described in full detail by Molteni (2003).
The model has eight layers in the vertical and a spec-
tral truncation at total wave number 30 (T30), corre-
sponding to a spatial resolution of 3.75° latitude and
longitude. The model contains parameterization schemes
for large-scale condensation, convection, clouds, radia-
tive fluxes, surface fluxes, and vertical diffusion, and is
based on the same physical principles adopted in the
schemes of state-of-the-art atmosphere GCMs (AGCMs).
The basic time step is 40 min. A limitation of the current
version of SPEEDY is the omission of aerosols. Com-
putationally, SPEEDY is 1 order of magnitude faster
than a state-of-the-art AGCM at the same horizontal
resolution, whereas the quality of the simulated cli-
mate and patterns of variability in the free atmosphere
compare well with these models and with observations
(Hazeleger et al., 2003; Molteni, 2003). Various studies
with SPEEDY have demonstrated its ability to simulate
the dominant responses to surface anomalies (Haarsma
et al., 2003; Bracco et al., 2007; Haarsma and Hazeleger,
2007; Kucharski et al., 2007, 2008; Sterl et al., 2007;
Kucharski et al., 2009). It is therefore suitable for stud-
ies on climate–vegetation feedbacks and inter-decadal or
inter-centennial variability. The original SPEEDY model
was coupled to a simple land bucket model (LBM), as
described by Haarsma et al. (1998). Besides the limita-
tions of such a simple representation of the land’s surface,
the main deficiency of this coupled system was the daily
data exchange between the models. Such a time step is
not sufficient to simulate the highly nonlinear process of
boundary layer build-up and related energy fluxes during
daytime.

For our experiments and the coupling to LPJmL, we
extended SPEEDY by a diurnal cycle (instead of an ever-
lasting half-light), a dynamic boundary layer over land,
based on Ronda et al. (2003), and an exchange of data
with LPJmL at every 40-min time step (see Section 2.3).
A detailed description of the extentions made to SPEEDY
can be found in the Supporting Information 1.

2.2. The DGVM LPJmL

The LPJmL is described in detail by Sitch et al. (2003),
Gerten et al. (2004), Bondeau et al. (2007). LPJmL
employs nine plant functional types (PFTs, derived
from traits based on species morphology, physiology,
and/or life history) to simulate natural vegetation, of
which seven are woody (two tropical, three temper-
ate, two boreal) and two herbaceous. In addition to the
attributes controlling physiology and dynamics, each PFT
is assigned bioclimatic limits, which determine whether
it can survive or regenerate under the climatic condi-
tions prevailing in a particular grid cell at a particular
point in time. Unlike previous models in the BIOME
family, LPJmL also includes explicit representations
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of vegetation structure, dynamics, competition between
PFTs, and soil biogeochemistry. Agricultural land is
implemented via 11 crop functional types (CFTs) as
described by Bondeau et al. (2007). Each grid cell is
simulated as a mosaic divided into fractional coverage
of PFTs, agricultural land with single CFT stands, and
bare ground. This concept provides a simple method for
scaling-up processes acting at the level of an individual
plant to the vegetation stand over a grid cell instead of
aggregation of properties to those of generalized biomes.
This consideration of sub-grid landscape variability is
important for accurately determining surface fluxes that
are essential for coupling to climate models.

Survival and establishment of PFTs is based on their
energy and carbon balance (net primary production,
NPP), as well as a few bioclimatic limits, which are
based on 20-year running means. Each PFT population
is characterized by a set of variables describing the state
of the average individual, and by the population density.
Fire, the most important natural disturbance at the global
scale, is explicitly represented in LPJmL.

We applied the following changes to the original
LPJmL for coupling with SPEEDY:

• The daily time step of energy and water exchange
with the atmosphere (interception, canopy conduc-
tance, potential evapotranspiration) was decreased to
a sub-daily time step (i.e. 40 min), which has implica-
tions for the simulation of plant performance.

• The simple soil temperature scheme, which followed
prescribed air temperatures with a temporal lag (Sitch
et al., 2003), was replaced by introducing a five-
layer soil and snow scheme, based on van den Hurk
et al. (2000) for the two snow layers and on EC-Bilt
(Opsteegh et al., 1998) for the three soil layers.

• The freezing and melting processes of soil moisture
were included.

• Grid cells covered by ice were introduced, as climate
modelling is not limited to vegetated areas only.

• Vegetation roughness was computed as described in
the Supporting Information 1.7, which affected the
turbulence in the boundary layer.

• Albedo was computed depending on land surface con-
ditions and based on a combination of assumed albedo
values for bare soil, trees (leaf bearing vs leafless),
snow (snow on bare soil vs snow on leaves), litter,
grass, and crops (see Supporting Information 1.8).

The most fundamental change was the switch to a sub-
daily time step (Supporting Information 2), which also
caused an increase in the computation time by a factor
of 15. The sub-daily version of LPJmL resembles results
of the daily original version, but displays some minor
differences in vegetation composition and performance.
For more details, see Supporting Information 2.

Carbon assimilation is also affected by enzymatic reac-
tions that do not respond in 40-min intervals. There-
fore, carbon assimilation is still computed at daily time
steps, based on the sub-daily canopy conductance and

energy flow in all 36 time intervals of one simulation
day. Matching the spatial resolution of SPEEDY, LPJmL
was also run at a spatial resolution of 3.75°. Müller and
Lucht (2007) showed that reducing the spatial resolu-
tion of LPJmL simulations causes only small deviations
from simulations at finer resolutions, which is mainly due
to averaging out of climatic extremes, but considerably
reduces computation time.

2.3. Coupling the DGVM LPJmL to SPEEDY

In Supporting Information 1, the interaction between
LPJmL and SPEEDY is described in detail. More gen-
erally, the following information is exchanged from
SPEEDY to LPJmL at every time step (40 min):

• The maximum evapotranspiration rate as limited by
the difference between the actual relative humidity and
saturated air is used to compute the latent heat flux
(LHF) in LPJmL.

• A scaling factor for turbulence of the boundary layer
used to compute the sensible heat flux (SHF).

• SSR to compute photosynthesis and the heat that enters
the soil.

• The downward surface longwave radiation (SLRD),
which is the second heat component determining soil
temperature.

• The 2-m temperature used in the computation of
the SHF, photosynthesis, and, on an yearly basis,
establishment and die back of vegetation.

• Precipitation (rain and snow separately).

In turn, LPJmL provides the following data to
SPEEDY at every 40-min time step:

• The LHF, composed of evaporation from bare soil,
transpiration from vegetation, and interception.

• The SHF.
• The roughness length for momentum used in the

computation of the drag coefficient.
• Surface albedo.

In this exploratory study, prescribed sea surface tem-
peratures (SSTs taken from HadISST1.1, ftp://www.iges.
org/pub/kinter/c20c/HadISST/) were used. Also, we used
prescribed historical atmospheric CO2 concentrations as
we focused on the biogeophysical aspects of the cli-
mate–vegetation interaction rather than on carbon-cycle
feedbacks.

It should be noted that we did not employ any flux
corrections or climate anomalies to simulated vegetation
patterns with LPJmL. Therefore, climate distortions (i.e.
deviations from the real situation) in SPEEDY directly
affected vegetation patterns.

2.4. Experiments

We compare four different simulation experiments that
have been conducted with the coupled SPEEDY–LPJmL
model. We compare different vegetation settings to study
the impact of dynamic vegetation on climate simulations,
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covering the historical period from 1871 to 2007. In
two experiments, we simulate natural vegetation only
(‘Na’ experiments), excluding the effects of land-use
change, focusing on the feedbacks between dynamic veg-
etation and climate simulations. In two other simulations
(‘LUC’), we include prescribed patterns of anthropogenic
land-use change, which are updated annually based on
linear interpolations of the 10-year interval supplied by
the HYDE data base (Klein Goldewijk et al., 2007) (see
Figure S1, Supporting Information 3). Both the Na and
LUC experiments were computed once with static pre-
scribed vegetation patterns (‘Fi’) and once with dynamic
vegetation (‘Dy’), in which the composition of natural
vegetation was allowed to respond to changes in climate
as simulated by SPEEDY.

For each of the four experiments, a small random
distortion of the initial skin layer temperature is applied
to five individual ensemble members. Averaging over the
whole ensemble then improves the ratio of signal (impact
of change in deterministic boundary conditions) to noise
(stochastic internal climate variability). We present only
results that are significant at the 99% confidence level
(see Section 3) according to the Student’s t-test.

To generate suitable starting conditions, SPEEDY has
been run coupled with LPJmL for 500 years using stable
GHG-concentrations and SSTs of 1870 to bring vegeta-
tion patterns into equilibrium with the climate of 1870 as
simulated by SPEEDY. This equilibrium vegetation pat-
tern is used as the initial state for the experiments of this
study. The spin-up has been run with and without agri-
cultural land-use (i.e. crops and pasture) of 1870 (Klein
Goldewijk et al., 2007), which resulted in the initial state
for the land-use change experiments (LUC) and exper-
iments with natural vegetation only (Na), respectively.
These two starting vegetation patterns allow for better
analysis of the effects of LUC and dynamic vegetation,
as vegetation is in equilibrium with simulated climate
(which is dependent on the vegetation pattern).

All experiments are transient runs from 1871 to 2007,
based on these equilibria vegetation patterns and pre-
scribed and observed GHG-concentrations and SSTs.

The differences between the ensemble-average of the
Fi and Dy-experiments show the impact of dynamic
vegetation patterns on climate and vice versa, with and
without LUC. The differences between the Na and LUC
experiments show the impact of LUC and/or dynamic
vegetation on climate.

3. Results

3.1. Model performance

We compared the forest cover patterns of the cou-
pled SPEEDY–LPJmL models with the International
Geosphere-Biosphere Programme (IGBP) DISCover data
set (Loveland et al., 2000) by applying the Fuzzy Numer-
ical statistic. This method has been developed by the
Research Institute for Knowledge Systems and imple-
mented in the Map Comparison Kit (MCK) as developed

Figure 2. (a) Difference of tree cover as reported by IGBP DIS-
Cover 2000 (Loveland et al., 2000) and SPEEDY/LPJmL (experiment
DyLUC) in the year 2000. Negative values indicate that simulated for-
est fractions are lower than DISCover; (b) difference between observed
2-m temperatures from the Climatic Research Unit (CRU) data (Jones
et al., 1999) and experiment DyLUC over the period 1961–1990
(DyLUC minus CRU); (c) difference between precipitation from the
Climate Prediction Center Merged Analysis of Precipitation (CMAP)
data set (Xie and Arkin, 1997) and experiment DyLUC (DyLUC minus
CMAP), covering the period 1979–2001. In (b) and (c), the colours red
and yellow indicate an overestimation (i.e. too high temperatures vs too
high precipitation levels) of model results as compared to the data and
blue indicates an underestimation. This figure is available in colour

online at wileyonlinelibrary.com/journal/joc

by the Netherlands Environmental Assessment Agency.
The method follows the rationale of the fuzzy Kappa
measure (Hagen, 2003; Hagen-Zanker et al., 2005), is
adjusted to work with continuous instead of categori-
cal data, and is documented in the MCK user manual
(Hagen-Zanker et al., 2006). It is a very strict com-
parison measure, as it disregards matches that can be
expected by chance. Our comparison (Figure 2(a)) results
in a fuzzy numerical Kappa of 0.41, which is consid-
ered to be a ‘moderate’ agreement. For some regions,
like northwestern Europe, the United Kingdom, India,
and south-east China, natural forests are dense forests
and therefore the simulated overestimation of trees in
these regions can only be due to an underestimation of
tree cover in the data or due to land-use categories in
the DISCover data that have not been considered here
(e.g. urban area and infrastructure). Other deviations in
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Figure 3. Ensemble-mean global average (a) near-surface tempera-
ture change over land as compared to the 1960–1990 average of
experiment DyLUC and (b) yearly precipitation over land in the four
experiments (excluding Greenland and Antarctica). Bold lines repre-
sent 10-year running means. This figure is available in colour online

at wileyonlinelibrary.com/journal/joc

vegetation patterns can be explained by typical vegetation
biases of LPJmL, such as the northward tree line bias
(Sitch et al., 2003), the lack of a shrub PFT, and the
lack of permafrost dynamics, whereas some are due to
deviations in simulated climate. The latter deviations,

especially in the precipitation pattern (Figure 2(c)), are
common for many GCMs operating at the same grid size
as ours (Solomon et al., 2007; Gleckler et al., 2008).
Furthermore, SPEEDY has a warm bias (Figure 2(b)),
which is, among others, due to the omission of anthro-
pogenic aerosols. In general, tree cover is underestimated
in regions where precipitation is too low and temperatures
are too high, e.g. in south-west Amazonia, central United
States, and the Sahel, while tree cover is overestimated
in some semi-arid regions where simulated precipitation
is too high, e.g. around the Horn of Africa.

3.2. Global average climate response to LULCC and
vegetation dynamics

In our experiments, in the last 20 years of the simula-
tion period, anthropogenic LULCC causes global average
cooling (or reduced warming) over land without perma-
nent ice cover (i.e. the globe excluding the oceans as well
as Greenland and Antarctica) of 0.20 °C when natural
vegetation is fixed (FiNa vs FiLUC, see Figure 3(a)) and
0.22 °C with dynamic vegetation (DyNa vs DyLUC), i.e.
dynamics of natural vegetation act as a (small) positive
feedback.

The main driver of the cooling (or reduced warming)
due to LULCC is the increase in albedo and the following
decrease in SSR due to deforestation, which, at least at the
global level, more than outweighs the decrease in LHF
(Figures 4 and 5), and, to a lesser extent, cloud cover (not
shown). For the global response over land, the reduced
warming due to LULCC is far more important than the

Figure 4. Difference in tree cover fraction, albedo, yearly average near-surface air temperature (K) and precipitation (mm/day) due to land-use
change (FiLUC minus FiNa, first column), dynamic vegetation (DyNa minus FiNa, second column), and due to the combined effect of both
dynamic vegetation and LUC (DyLUC minus FiNa, third column), averaged over the period 1988–2007. Only areas where changes are significant

at the 99% confidence level are shown. This figure is available in colour online at wileyonlinelibrary.com/journal/joc
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Figure 5. Seasonal and annual differences in temperature (first column), SSR (second column, downward flux), and LHF (third column, upward
flux) between the experiments DyLUC and FiNa (DyLUC minus FiNa, i.e. the combined effect of both dynamic vegetation and LUC), averaged
over the period 1988–2007. First row is the mean of December, January, February (DJF), second row is the mean of March, April, May (MAM),
third row is the mean of June, July, August (JJA), fourth row is the mean of September, October, November (SON), and the last row is the
annual mean. Only areas where changes are significant at the 99% confidence level are shown. This figure is available in colour online at

wileyonlinelibrary.com/journal/joc

additional warming due to natural vegetation dynamics:
dynamic vegetation reduces the LULCC-driven cooling
over land to 0.10 °C (FiNa vs DyLUC). This is due to
the natural vegetation’s response to climate change (e.g.
northward shift of vegetation) and the resultant albedo
changes. Without LULCC, natural vegetation dynam-
ics cause a global warming over land of about 0.13 °C
(Figure 3(a), DyNa vs FiNa), amplifying the radiative
forcing of increased GHG-concentrations. This amplifi-
cation is stronger than that with LULCC (DyLUC vs
FiLUC, 0.11 °C) because the GHG forcing is not partially
compensated by an LULCC-driven cooling and because
the natural vegetation’s dynamics are not partially over-
ridden by land-use change.

Precipitation change over land (Figure 3(b)) had fol-
lowed the same pattern as temperature change until 1980,
but then temperatures increased rapidly, while precipita-
tion did not. From 1980 onwards, the strongest increase in
temperatures and precipitation in relative terms is in the
boreal zone, but while this temperature increase is clearly
reflected in the global average temperature over land, the
precipitation increase cannot be recognized as clearly at

this scale. This is because the total global precipitation is
strongly dominated by the much higher tropical rainfall,
which is affected less by climate change as simulated by
SPEEDY.

3.3. Effects of LULCC

Regionally, the effects of LULCC (Figure 4, first column,
experiment FiLUC minus FiNa and DyLUC minus FiNa)
are much stronger than those at the global level. Particu-
larly in the mid latitudes, where the extent of deforesta-
tion (Figure 4(a) and (c)), albedo increase (Figure 4(d)
and (f)), and reduced evapotranspiration (Figure S2(o)
in Supporting Information 3 and Figure 5(o)) is most
pronounced, LULCC causes a regional cooling of up to
1.5 °C, and the area of statistically significant (p = 0.01)
cooling also spreads to outside the area than where
LULCC actually occurs (Figure 4(g) and (i)).

The strongest cooling is simulated for western Russia
and eastern China and is most pronounced in Northern
Hemispheric winter (December, January, February; DJF)
and spring (March, April, May; MAM) (Figures 5(a) and
(d) and S2(a) and (d), Supporting Information 3), because
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then the higher albedo of deforested land is amplified
by snow. There is a positive feedback here because the
cooling causes snow to melt later in spring, increasing
the albedo for a longer period.

In tropical areas of Africa, South America and
India, the cooling effect of LULCC is less pronounced
because the higher albedo (and thus reduced SSR) is
counter-balanced by reduced evapotranspiration (LHF),
as described in Figure 1 for the (sub)tropics. The reduced
evapotranspiration, both annually and seasonally (Figure
S2, third column, in Supporting Information 3 and also
Figure 5, third column), also reduces convective cloud
formation and convective precipitation (especially in
Africa, see Figure 4(j)), lowering evapotranspiration and
thus forming a positive feedback loop. Reduced cloud
cover decreases albedo. Therefore, the initial increase
of surface albedo is counter-balanced by reduced cloud
formation and thus a reduced decrease in SSR (Figure
S2, Supporting Information 3, second column, and also
Figure 5, second column).

In North America and Australia, there is little signifi-
cant cooling where land-use and land-cover has changed
(Figure 4(g)), even though there is a significant reduction
in SSR, which is stronger than the reduction in LHF (see
Figure 5(n) and (o) and Figure S2(n) and (o), Supporting
Information 3).

3.4. Effects of natural vegetation dynamics

The second column in Figure 4 (i.e. experiment DyNa
minus FiNa) shows that vegetation patterns shift due
to climate change and also due to CO2 fertilization. In
particular, there is a significant increase in tree cover
in several regions of the world. The strongest increase
is located in the northern high latitudes, especially in
northeast Siberia where trees spread into the boreal tundra
(Figure 4(b)). This is less pronounced in Alaska and
Canada, as there is already an initial overestimation of
tree cover (Figure 2(a)). The corresponding decrease in
albedo causes a regional yearly average warming of up
to 0.7 °C (Figure 4(e) and (h)) and even more at the
seasonal level, especially in JJA (June, July, August;
see Figure S3(g), Supporting Information 3 and also
Figure 5(g)). In other areas, there is limited change,
except for southern Africa, where a greening of the
arid regions can be observed (Figure 4(b)) due to an
increase in precipitation (Figure 4(k)) combined with an
increased water-use efficiency due to higher atmospheric
CO2 concentrations. No significant remote effects can be
identified: changes in climatology are restricted to the
areas with changing vegetation cover (mainly increases
of tree cover).

3.5. Combined effects of LULCC and dynamic
vegetation

The last column of Figure 4 (experiment DyLUC minus
FiNa) shows the combined effects of both LULCC and
dynamic vegetation. The changes due to LULCC alone
(first column) dominate; the climatic response in those

regions where changes in natural vegetation are overruled
by LULCC also dominate at the seasonal level (Figure 5)
(e.g. central Asia and United States). Because LULCC
masks several regions that would become greener due to
natural vegetation’s dynamics, the area of actual greening
(i.e. increased tree cover) is mainly restricted to north-east
Siberia and, to a lesser extent, west Canada and Alaska.
Only in Siberia, a significant warming can be observed as
a direct consequence of the relative large albedo decrease
(Figure 4(f)) and thus SSR increase (Figure 5, second
column), which overrules the corresponding increase in
LHF (third column). Also, the boreal greening prevents
the LULCC-driven cooling in west Russia from spreading
northwards as observed in case of LULCC only (see
Section 3.2, Figures 4(i) and 5, first column).

At higher latitudes, the decrease in SSR due to
increased albedo after deforestation is only partly counter-
balanced by a reduced energy flux to the atmosphere via
latent heat (evapotranspiration; Figure 5). In the Trop-
ics, the same mechanisms apply, but the feedback via
cloud formation is stronger; surface albedo is similarly
increased after deforestation, but cloud albedo is reduced
due to reduced evapotranspiration and cloud formation.
Therefore, the LULCC-driven cooling is less pronounced
in the Tropics. As precipitation seasonality in the Tropics
is not as uniform as temperature seasonality in the higher
latitudes, the compensation of changes in SSR and LHF
cannot be attributed to specific 3-month intervals.

4. Discussion and conclusions

We have demonstrated that global forest cover, its tempo-
ral dynamics, and its effect on climate can be simulated
well in our coupled DGVM–AGCM model. Our results
specifically show that historic LULCC and shifting nat-
ural vegetation patterns not only had strong impacts on
regional climate but also significantly affected the global
average climate over land. Similarly, an earlier LPJ-based
study showed that past LULCC affected river discharge
at the global level (Gerten et al., 2008), providing addi-
tional evidence for the global biogeophysical impact of
human land-use changes.

Matthews et al. (2004) conducted one of the few stud-
ies that explicitly deals with both LULCC and dynamic
natural vegetation. As in our study, Matthews et al.
(2004) found that historic LULCC caused a significant
cooling and both studies find that natural vegetation’s
dynamics act as a positive feedback on temperatures. If
radiative forcing causes a warming, it is amplified by
natural vegetation’s dynamics. If LULCC reduces this
warming, natural vegetation’s response to this reduced
warming is also smaller (i.e. the amplification of the
dampened warming is smaller).

Even though there is no general disagreement between
Matthews et al. (2004) and our study, the impact
strengths differ considerably. Matthews et al. (2004) find
that there is only little impact of LULCC on ocean tem-
peratures; hence, we can assume that prescribing SSTs in
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our study does not bias results significantly. The cooling
impact of LULCC in our study is 0.20 to 0.22 °C over
land (see Section 3.2), accounting for total agricultural
land (cropland + pastures). Assuming that there is no
oceanic temperature response (Matthews et al., 2004), we
find a global cooling of about 0.06 °C, while Matthews
et al. (2004) find a global cooling of 0.13 °C since 1700
if only cropland expansion, and no other climate forc-
ings, are being considered. Thus, our simulated impact of
LULCC on global temperatures is smaller than that simu-
lated by Matthews et al. (2004), even though we account
for total LULCC and not only cropland since 1700.
Causes of this difference may be the more detailed repre-
sentation of cropland in our study (simulated as grassland
in Matthews et al. (2004)) as well as the initial patterns of
natural vegetation. Patterns of natural vegetation, which
are computed internally in both models (LPJmL or Top-
down Representation of Interactive Foliage and Flora
Including Dynamics TRIFFID), may differ considerably,
also reflecting the differences in climate patterns. One
example in our case is the warm and dry bias in Central
North America, where SPEEDY–LPJmL underestimates
tree cover. Conversions from natural vegetation to crop-
land/rangeland in this region are therefore of reduced
impact in our model.

Our simulations principally demonstrate that historic
deforestation has caused local and regional cooling, espe-
cially in Eurasia and China. In the Tropics, the cooling
was less pronounced due to reduced evapotranspiration,
cloud formation, and precipitation. The recent boreal
greening (Lucht et al., 2002) had a significant warm-
ing effect in our simulations, especially in north-east
Siberia, which has also been confirmed by other studies
that consider albedo changes as the dominant factor in
the boreal regions. (Govindasamy et al., 2001; Bounoua
et al., 2002; Matthews et al., 2004; Brovkin et al., 2006;
Bala et al., 2007).

An inevitable disadvantage of dynamically coupling
DGVMs with GCMs is that distortions in climate simu-
lations directly affect the vegetation distribution, which
sometimes amplifies the climate distortion: for exam-
ple, SPEEDY–LPJmL overestimates precipitation on the
southern Arabian Peninsula (Figure 2(c)), also with pre-
scribed, observed vegetation patterns (not shown). This
overestimation becomes even stronger if vegetation pat-
terns are not prescribed and trees can establish due to
the initial overestimation of precipitation. Implementing
dynamic vegetation therefore means introducing another
source of uncertainty to climate simulations, e.g. simu-
lating ocean dynamics instead of prescribing SSTs. On
the other hand, as shown by this study, anthropogenic
LULCC and natural vegetation dynamics are impor-
tant drivers of global and especially regional climate
change and need to be jointly accounted for in climate
simulations.

Globally, and also in most regions, LULCC proved
to be far more important than dynamic vegetation in
terms of its impact on climate. This, however, was only
shown for the historic past here, when the magnitude

of climate change was small, while land-use patterns
have been changing strongly. As both future climate
change (Scholze et al., 2006) and future land-use change
(Müller et al., 2007; Lotze-Campen et al., 2008) yield
the potential to strongly affect global vegetation patterns,
vegetation dynamics and LULCC may both become as
important as LULCC was in the past.

The next generation of future climate simulations
should therefore critically evaluate the pros and cons
of implementing dynamic vegetation in climate models.
As changes in albedo and the hydrological cycle are
the dominant drivers through which vegetation dynamics
affect climate, more attention should be paid to the
parameterization of albedo and soil water–vegetation
interaction. Here, we use simple global assumptions for
albedo, while, for example, a finer distinction of different
soil and vegetation types would be possible. Also, we did
not consider irrigation in this study, which affects the
partitioning between evapotranspiration and runoff (Rost
et al., 2008) and could affect local and regional climate
considerably, especially in semi-arid regions with large
irrigated agricultural areas as in the United States, China,
and India (Boucher et al., 2004; Betts et al., 2007; Pielke
et al., 2007).

Climate mitigation policies do not generally consider
the effects of LULCCs on the climate system (Marland
et al., 2003). However, large-scale biofuel production or
afforestation could, as indicated above, have a variety
of unanticipated impacts on global and regional climate
(Pielke et al., 2002; Schaeffer et al., 2006) that go beyond
the radiative forcing of the regulated GHGs. Therefore,
a more complete indication of human contributions to
climate change will require the climatic influences of land
surface conditions and other processes to be considered
in climate change mitigation strategies.
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