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[1] Various climatic processes are thought to evolve as rapid, shift‐like events, which
points at the presence of nonlinear dynamics. Time series analysis of nonlinear processes,
however, is not trivial, for example, because of the difficulty in coming up with a realistic
random process as a viable null hypothesis. In this methodology paper we construct a
basic two‐parameter process of shift‐like excursions in an excitable system with a
threshold. We demonstrate that this stochastic process, in comparison with a specific
one‐parameter process, can better reproduce main features of the waiting time histogram
of abrupt glacial climate events, the Dansgaard‐Oeschger events, as seen in two
paleoclimatic proxy records, the North Greenland Ice core Project (NGRIP) ice core and
the Sofular stalagmite d18O records. We use the two‐parameter process to test some
arguments that were proposed in the ongoing discussion of a possible solar role in
triggering Dansgaard‐Oeschger events. Using our approach, we suggest for future studies
to generate time series of random events which can serve as a more plausible null
hypothesis for Monte Carlo based statistical tests on the regularity of shift‐like processes
such as Dansgaard‐Oeschger events.
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1. Introduction

[2] Various climatic processes are thought to evolve as
rapid, shift‐like events, for example as oscillations between
different modes of operation of the ocean‐atmosphere sys-
tem. A prominent example are the Dansgaard‐Oeschger
(DO) events during glacial times (Figure 1) [Dansgaard
et al., 1982; Oeschger et al., 1984; Broecker et al., 1985].
DO events are manifested for example in ice core climate
proxy records from Greenland [Dansgaard et al., 1982;
Grootes et al., 1993; Andersen et al., 2006], in deep‐sea
sediment proxy records from the North Atlantic region
[Bond et al., 1993] and in stalagmite proxy records from
Eurasia [Wang et al., 2001; Spötl and Mangini, 2002;
Fleitmann et al., 2009]. The events are commonly inter-
preted as large‐amplitude, approximately 10 to 15 K
[Severinghaus and Brook, 1999; Lang et al., 1999] shift‐like
oscillations between two different modes of glacial climate,
that is, the stadial (“cold”) and interstadial (“warm”) mode,
respectively [Dansgaard et al., 1982; Oeschger et al., 1984;

Broecker et al., 1985]. This implies an intrinsically nonlin-
ear dynamical scenario.
[3] So far, standard methods of linear time series analysis

have predominantly been used to investigate the regularity
of DO events. For example, a prominent 1470 year spectral
component, which is closely related to the occurrence of DO
events, was reported to exist in the GISP2 ice core d18O
record [Grootes and Stuiver, 1997]. This spectral peak was
reported to be statistically inconsistent with a first‐order
autoregressive (AR1) random process, at a significance level
of 0.01 [Schulz, 2002]. However, an AR1 process is a linear
noise‐driven random process, and recent simulations with
models of different complexity indicate that the power
spectral density of random DO‐like events could be sub-
stantially different from an AR1 random process [Braun
et al., 2010]. This questions the applicability of an AR1
random process for estimating the statistical significance of
the reported 1470 year spectral peak of DO events and
highlights the need for nonlinear random processes as a
more realistic null‐hypothesis for time series analysis on the
regularity of DO events and, potentially, other shift‐like
climate anomalies.
[4] Here we connect the statistical concept of hypothesis

testing [Lehmann and Romano, 2005; Ditlevsen et al., 2007;
Mudelsee, 2010] with the principle of parsimony, in an
attempt to construct a simple but dynamically plausible
noise‐driven process, with a particularly small number of
parameters, that is able to reproduce main features of the
waiting time histogram of DO events as seen in the North
Greenland Ice core Project (NGRIP) [Svensson et al., 2008]
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and Sofular So‐1 stalagmite [Fleitmann et al., 2009] stable
isotope (d18O) records. In this way, we find that the
hypothesis that the interevent waiting time distribution of
DO events is given by a specific one‐parameter process
(geometric distribution) can be statistically rejected with
very high significance (p < 0.01) based on the continuous
part of the Sofular record (containing the events 3–12) and
with high significance (p < 0.05) based on the most recent
part of the NGRIP record (containing the events 0–17). We
then demonstrate that a simple two‐parameter stochastic
process, in which DO events are regarded as shift‐like
excursions in an excitable system with a threshold and a
relaxation process, can better reproduce main features of the
interevent waiting time histogram of DO events as recorded
in the two considered paleoclimatic proxy records. We thus
suggest that our proposed two‐parameter stochastic process
represents a promising process to describe the recurrence
pattern of DO events. We further propose to use our process,
which constitutes a new step in the course of attempts to
describe DO generation as a stochastic process, as a more
realistic dynamical process to simulate the recurrence
properties of random DO events, which is needed for Monte
Carlo based statistical analyses on the regularity of DO

events, for example for tests on the possible solar role in
triggering the events. Finally we use our process to test some
arguments that were proposed in the ongoing discussion of a
possible solar role in triggering DO events: We demonstrate
that even in a highly simplified solar forcing scenario, a
nonperiodic regularity of DO events can be expected. Our
study thus indicates that more efficient measures of non-
periodic regularity are needed to distinguish between a
random occurrence of DO events and a scenario in which
the events are triggered at least in part by solar forcing.

2. H0: A Simple One‐Parameter Random Process
(Geometric Distribution)

[5] As a starting point, we construct the following very
simple and – according to our interpretation – plausible
nonlinear random process for the occurrence of DO events,
which we regard as our null hypothesis: Let us assume that
DO events represent discrete events which are triggered
each time a given random input n (i.e., noise) is larger than a
certain constant threshold value T. A physical process with
threshold‐crossing dynamics, namely the process of buoy-
ancy deep convection, was earlier suggested as the gener-

Figure 1. The most recent Dansgaard‐Oeschger (DO) events as seen in two paleoclimatic proxy records.
(top) The NGRIP ice core d18O record from Greenland during the time interval between 11,000 and
60,000 years before present (GICC05 time scale). (bottom) The Sofular cave So‐1 stalagmite d18O record
from Turkey. A five‐point running mean was applied to the original NGRIP data in order to remove the
highest‐frequency oscillations. The numbers label the events 0–17, following standard paleoclimatic con-
vention [Svensson et al., 2008]. Here we consider the continuous part of the Sofular record, which only
includes events 3–12 but not events 0–2 because the stalagmite stopped growing between about 22,000
and 24,000 years before present. Note that time evolves from the left to the right, in contrast to geological
convention. Further note that the timescale of the NGRIP ice core, that is, the relation between drilling
depth and the age of the ice layers, was obtained by independent counting of annual ice layers using high
resolution measurements [Andersen et al., 2006], whereas the timescale of the Sofular stalagmite was
obtained by a combination of radiometrical 230Th dating and linear interpolation [Fleitmann et al., 2009].
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ating mechanism of DO events: Using an ocean‐atmosphere
model of intermediate complexity, it was reported that DO‐
like events can be generated as repeated shifts between
different modes of buoyancy deep convection (i.e., deep
water formation) in the northern North Atlantic [Ganopolski
and Rahmstorf, 2001]. Results obtained with an ocean‐
atmosphere model of intermediate complexity further indi-
cate that the onset of deep buoyancy convection in the
northern North Atlantic under boundary conditions corre-
sponding to the Last Glacial Maximum could be a threshold
process, which occurs when the potential density of the
surface water becomes large as compared with the density of
the deeper ocean water [Ganopolski and Rahmstorf, 2001].

Moreover, the abruptness of the onset of DO events in
geological climate proxy records, e.g., in ice core records
[Steffensen et al., 2008], is commonly regarded as additional
indication for the existence of a threshold in the climate
system.
[6] For simplicity, we normalize the threshold value by

choosing T = 1. The condition for the occurrence of an event
at time t is thus given by the equation

n tð Þ > 1: ð1Þ

Thus, in this very simple process, the waiting time distri-
bution of the output events is given by the distribution of the
waiting times between successive input anomalies with
values larger than one. Let us assume n(t) = ni to be a discrete
process drawn every time step “i” from a Gaussian distri-
bution N(0, sn), with zero mean and standard deviation sn >
0. This implies that the probability p for the occurrence of an
output event at a given time step is time independent, so that
the problem of determining the waiting time t between
successive events is equivalent to determining the number of
Bernoulli trials that are needed to obtain a first success. This
probability is given by the geometric distribution [Johnson
et al., 1992]:

P �ð Þ ¼ 1� pð Þ��1p ¼ p= 1� pð Þ exp ��=T0ð Þ; with

T0 ¼ �1= ln 1� pð Þ; ð2Þ

where P(t) denotes the probability for the occurrence of a
waiting time t between successive events, p is the proba-
bility for the occurrence of an event at a given time step (i.e.,
for a “success”) and 1 − p is the probability that no event
occurs at a given time step (“failure”). Apart from the time
step, which we chose to be 20 years since this value is
the time resolution of the NGRIP d18O record and close to
the average time resolution of the Sofular d18O record in the
relevant time interval, this normalized random process has
thus only one adjustable parameter, which is the standard
deviation sn of the noise, or, equivalently, the probability p
for a “success.” This probability can be expressed as a
function of sn in terms of the error function erf(x):

p �nð Þ ¼ 1=2� 1=2 erf 2�1=2�n
�1

� �
: ð3Þ

We further note that the following relations hold for the
mean interevent waiting time hti and the population mean
absolute deviation h∣t − hti∣i:

�h i ¼ 1=p ð4Þ

� � �h ij jh i ¼ 2 1� pð Þ 1=pb c 1=pb c: ð5Þ

In expression (5), ⌊1/p⌋ denotes the greatest integer smaller
than or equal to 1/p [Kapadia, 1983]. The reason why we
focus on the mean absolute deviation, and not, e.g., on the
standard deviation, is that the waiting time between the DO
events 1 and 2 is considerably larger than between the other
events (Figure 1), and that the mean absolute deviation is
less sensitive to the presence of such outliers than the
standard deviation. We note that, so far, the geometric dis-
tribution (respectively its continuous analog, the exponential

Figure 2. Waiting time properties of DO events as obtained
from the one‐parameter process H0 (geometric distribu-
tion). (top) The population mean interevent waiting time
hti as a function of the noise level (i.e., of the standard devi-
ation sn of the noise). The dashed lines label the sample
mean interevent waiting time Dt as obtained from the
NGRIP (red) and Sofular (black) proxy records, respectively
(Table 1). (bottom) The ratio between the population mean
absolute deviation h∣t − hti∣i (mean absolute deviation) and
the population mean value hti (mean) of the simulated
interevent waiting time, as a function of the population mean
waiting time hti, according to our random process H0.
Again, the dashed lines label the sample mean interevent
waiting time Dt as obtained from the NGRIP (red) and
Sofular (black) proxy records, respectively. Within the
chosen range of noise levels, the ratio h∣t − hti∣i/hti is
almost independent of the noise level, which is desired. The
length of each simulation is 100,000,000 time steps (i.e.,
2,000,000,000 years).
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distribution) has not yet been statistically rejected on the
basis of the NGRIP or Sofular records, and also not on the
basis of the GISP2 ice core record (apart from the case
where the DO event 9 is removed from the record)
[Ditlevsen et al., 2007]. This further justifies the use of the
geometric distribution as the null hypothesis in our study.
[7] Figure 2 (top) shows the mean value of the simulated

interevent waiting time as a function of the noise intensity
sn, where each data point corresponds to a simulation
containing 2,000,000,000 years. Note that in the relevant
range of millennial‐scale waiting times, this mean value is
expected to be very close to the population mean interevent
waiting time of the simulated events, due to the large
number of events in the Monte Carlo simulation (200,000 to
2,000,000). The dashed respectively dotted lines label the
values as obtained from the sample of 10–18 events as seen
in the two paleoclimatic proxy records. The timing of the
corresponding events is given in Table 1. We note that in the
case of the Sofular record, we only use the continuous part
(including the events 3–12), but not the event 1, since the
stalagmite was reported to stop growing at some time
interval in between the events 3 and 1 [Fleitmann et al.,
2009]. By assuming that the sample mean interevent wait-
ing time as obtained from the two proxy records equals the
population mean interevent waiting time as obtained from
our Monte Carlo simulations, we estimate the following
values of the standard deviation sn in the framework of our
random process: sn = 0.408 (NGRIP) and sn = 0.424
(Sofular) (see Figure 2). Figure 2 (bottom) shows the ratio
between the simulated mean absolute deviation and the

simulated mean value of the interevent waiting time, as a
function of the simulated mean waiting time. Since p is
small, this ratio is rather insensitive to the choice of sn and
is close to 2/e, as expected from equations (4) and (5).
[8] In order to test if the waiting time histogram of the

most recent DO events as obtained from the two paleo-
climatic proxy records, whose timing is given in Table 1, is
statistically consistent with a simple geometric distribution,
we perform a Monte Carlo based null hypothesis test
(Figure 3). The standard procedure in null hypothesis
testing is as follows [Lehmann and Romano, 2005;
Ditlevsen et al., 2007; Mudelsee, 2010]: To explain a given
data set, a null hypothesis H0 is formulated together with
an alternative, mutually exclusive hypothesis H1. As
described above, our null hypothesis is that DO events are
generated by a geometric distribution. An alternative
hypothesis H1 is described in section 3. It should be noted
that, of course, both H0 and H1 should represent plausible
hypotheses from a geological, geophysical and dynamical
system viewpoint. A test statistic is then chosen, whose
value is calculated from the given data set. Depending on
its value and its distribution under H0 (“null distribution”),
either H0 is not rejected or H0 is rejected in favor of H1.
Of course, the chosen test statistic should have noteworthy
statistical power to distinguish between H0 and H1. We
use Monte Carlo simulations to estimate the null distribu-
tion. In our simulations, we calculate the sample mean
absolute deviation of the interevent waiting time t from its
sample mean value Dt (Figure 3), divided by the sample
mean interevent waiting time Dt. Our motivation for
choosing this test statistic is that this property, when cal-
culated from the sample of observed DO events, does not
contain free parameters, which is desired. Moreover, since
many researchers regard DO events as being somewhat
regular [Alley et al., 2001; Schulz, 2002; Rahmstorf, 2003],
we think that a measure of regularity should be used in our
approach too. Our test statistic represents such a measure,
since it takes a minimum value of zero in the hypothetic
case of perfectly periodic events. For the 18 most recent
DO events in the NGRIP record, as given in Table 1, our
test statistic yields a value of 0.473 (sample mean absolute
deviation: 1328 years, sample mean: 2808 years). We then
simulate the distribution of this measure as obtained under
the null hypothesis H0 that the events in the ice core record
follow a geometric distribution (with parameter sn = 0.408,
compare Figure 2). From the simulation we find that values
of 0.473 or lower only occur in 1.7 percent of the cases
(ensemble size: 40,000 realizations) (compare Figure 3). In
addition to that, using the Kolmogorov‐Smirnov test, we
also find that it is possible to reject H0 (with parameter sn =
0.408) at the 0.05 significance level.
[9] Finally, we also use the timing of DO events as

obtained from the Sofular record in an attempt to reject H0
(with parameter sn = 0.424, compare Figure 2). For the DO
events 3–12 in the Sofular record, as given in Table 1, our
test statistic yields 0.263 (sample mean absolute deviation:
575 years, sample mean: 2184 years). From our Monte
Carlo simulation (Figure 3) we find that values of 0.263 or
lower only occur in 1.4 per mille of the cases (ensemble
size: 70,000 realizations). In addition to that, using the
Kolmogorov‐Smirnov test, we also find that it is possible to

Table 1. Timing of the Onset of the Most Recent DO Events as
Inferred From the NGRIP Deep Ice Core d18O Record From
Greenland (GICC05 Chronology) and the Sofular So‐1 Stalagmite
d18O Record From Turkeya

Event
Timing NGRIP

(Years Before 2000 A.D.)
Timing Sofular

(Years Before 2006 A.D.)

0 11700 ‐
1 14680 (14658)
2 23340 ‐
3 27780 28017
4 28900 29436
5 32500 32590
6 33740 33931
7 35480 35943
8 38220 38173
9 40160 40303
10 41460 41736
11 43340 44169
12 46860 47675
13 49280 ‐
14 54220 ‐
15 55800 ‐
16 58280 ‐
17 59440 ‐

aThe values for the NGRIP ice core are taken from the publications of
Ditlevsen et al. [2007] and Svensson et al. [2008]. For the Sofular
record, the values are taken from the auxiliary material of Fleitmann et al.
[2009]. Note that the continuous part of the Sofular record only allows
estimation of the timing of the events 3–12 since the stalagmite was
reported to stop growing at some time interval in between DO events 3 and 1.
Therefore, we only use the timing of the events 3–12 in our study. Detailed
discussions of the dating uncertainties are given by Andersen et al. [2006]
and Ditlevsen et al. [2007], and Fleitmann et al. [2009].
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reject H0 (with parameter sn = 0.424) at the 0.05 signifi-
cance level, based on the Sofular data. We note that the main
reason for the much higher statistical significance based on
the Sofular record is that this record does not contain the DO
event 2, since the stalagmite did not grow at that time. In
contrast, the results obtained on the basis of the last 18 DO
events in the NGRIP record are strongly influenced by the

presence of one single, conspicuously long waiting time
between the DO events 1 and 2. This interval coincides with
the Last Glacial Maximum, i.e., with the epoch of presum-
ably maximum ice sheet extent during the Last Glacial
Period. This coincidence could point at nonstationarity as a
possible explanation for this exceptionally long waiting
time.
[10] We note that in a recent study, the null hypothesis of

an exponential waiting time distribution (i.e., the continuous
analog of the geometric distribution) was found to be con-
sistent with the timing of the most recent DO events as seen
in both the NGRIP and the GISP2 record, but was reported
to be inconsistent with the case when the DO event 9 is
removed from the GISP2 record [Ditlevsen et al., 2007]. In
contrast, we are now able to statistically reject the geometric
distribution based on the NGRIP and Sofular records. Thus,
this work is a new step for statistical analyses on the regu-
larity of DO events and, possibly, for a better understanding
of the generation of DO events.

3. H1: A Simple Two‐Parameter Random Process

[11] To construct a more viable random process as an
alternative hypothesis H1, we now generalize the process
described in section 2 as follows: We abandon our
assumption that the threshold value T = 1 is constant in time.
Instead, we postulate a simple time‐dependent threshold
function T(t) that follows a relaxation law after the onset of
each DO event. This assumption is in first place motivated
by dynamical system theory: When shifted into a nonequi-
librium configuration by some perturbation, many dynami-
cal systems approach their equilibrium state following a
relaxation law with some characteristic time scale. For
example, results obtained earlier with an ocean‐atmosphere
model of intermediate complexity [Ganopolski and
Rahmstorf, 2001] illustrated that the onset of DO‐like
events in that model coincides with a strong overshooting in
the concentration of salinity and heat in the area of deep
convection of the northern North Atlantic [cf. Ganopolski
and Rahmstorf, 2001, Figure 5]. This overshooting is
apparently followed by a millennial‐scale relaxation process
back to preevent conditions. It was further reported that this
implies a time‐dependent stability of the simulated events
(that is, the longer a simulated interstadial/stadial persists,
the smaller a perturbation is required in order to trigger the
transition back to the stadial/interstadial state [Braun et al.,
2007]), consistent with our assumption of a relaxation law in
the threshold function T(t). Finally, the assumption of a
relaxation process during DO events is also supported by
some geological climate proxy records: DO events as
recorded e.g., in Greenland ice core records (Figure 1,
top) appear to have a characteristic saw‐tooth shape, with
highest temperatures during the beginning of the events
and gradually decreasing temperatures toward the end of
the events, which is consistent with our assumption of the
existence of a relaxation process.
[12] Now, let tn denote the timing of the nth event. We

assume that T(t) = 1 for t = tn (n = 1, 2, 3, …) and that T(t) =
exp(−[t − tn]/t0) for tn < t < tn+1. Here, the parameter t0
(with t0 > 0) denotes the relaxation time of the random
process. Note that T(t) shows a discontinuity at the timing tn
of each event and afterwards follows an exponential law

Figure 3. Results of the Monte Carlo simulation. The distri-
bution of the test statistic h∣t − Dt∣i/Dt, that is, of the ratio
between (1) the sample mean absolute deviation (h∣t −Dt∣i)
of the interevent waiting time t from the sample mean Dt
and (2) the sample meanDt, as obtained from the considered
random process H0 (geometric distribution) is shown. The
value of the test statistic as calculated from the sample of
the 10 events (3–12) as recorded (top) in the continuous part
of the Sofular d18O record of the 18 events (0–17), respec-
tively, and (bottom) in the NGRIP d18O record is depicted
by the red lines. The gray lines indicate the 10% (dashed)
and 5% (solid) significance limits (one sided test). The dotted
black lines show the value of h∣t − hti∣i/hti, that is, the ratio
between the population mean absolute deviation (h∣t − hti∣i)
and the population mean value hti. This value is close to 2/e,
compare Figure 2 (bottom). Note that the maximum of the test
statistic distribution does not exactly equal h∣t − hti∣i/hti,
since the sample mean absolute deviation as averaged over all
ensemble members of the Monte Carlo simulation is not an
unbiased estimator of the population mean absolute deviation
[Triola, 2005]. The ensemble size is 40,000 (NGRIP) and
70,000 (Sofular) realizations, respectively. For more infor-
mation, see text.
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toward its time equilibrium value of zero (Figure 4). We
further note that, apart from the time step, which we choose
to be 20 years as in the case of the one‐parameter process
(H0), this normalized random process now has two param-
eters, that is, the standard deviation sn of the noise and the
relaxation time t0. We also note that the two‐parameter
process (H1) and the one parameter process (H0) are
mutually exclusive for any finite value of the parameters t0
and sn. But for a given standard deviation sn of the noise,
H1 appears to approach H0 in the limit t0 → ∞.
[13] Having formulated the random process H1, the next

step is to estimate the parameters sn and t0 based on the
sample of 10–18 DO events as observed in the two paleo-
climatic proxy records. Since we only have two free
parameters, we apply the following simple estimation
method, but we note that more efficient estimation proce-
dures might exist: For many different combinations of the
two parameters t0 and sn, we perform a Monte Carlo sim-
ulation of the process H1, from which we obtain the pop-
ulation mean value of the interevent waiting time (hti) and
the ratio between (1) the population mean absolute deviation
from the population mean and (2) the population mean value
of the interevent waiting time (h∣t − hti∣i/hti). We then plot
isolines of these two properties, as a function of t0 and sn
(Figure 5). The point of intersection of the two isolines that
correspond to the values of hti and h∣t − hti∣i/hti as
obtained from the sample of events in the two proxy records
is our estimate of the values of t0 and sn in the framework of
our process H1. In this way, we obtain t0 = 3980 years and
sn = 0.284 for the Sofular record, and t0 = 15,840 years and
sn = 0.355 for the NGRIP record. Again we note that in the
case of the NGRIP record, the estimate is strongly influ-
enced by the existence of one conspicuously long waiting

time between the DO events 1 and 2, which may be the
result of nonstationarity. Note that, according to our method,
only one unique parameter combination exists for each
paleoclimatic proxy record (Figure 5). We also note that the
estimated values of t0 and sn are obtained for one particular
(albeit plausible) choice of the time step, and that a different
choice of the time step could lead to different parameter
values. Figure 5 (bottom) demonstrates that, with the esti-
mated values of the parameters t0 and sn, the process H1
matches the waiting time histogram of DO events as seen in
the proxy records to a good approximation. Note that in the
NGRIP record, the longest waiting time between the events
1 and 2 of about 8700 years still falls within the tail of the
generated distribution. We further tested by means of the
Kolmogorov‐Smirnov test that the generated distributions of
the interevent waiting times are consistent with the waiting
time histogram of the events in the proxy records, even at a
significance level of 0.2. Compared with a simple geometric
distribution (H0), which we find to be statistically incon-
sistent with the recurrence pattern of DO events (section 2),
the waiting time distribution as generated by the process H1
therefore better fits the waiting time histogram of DO
events. Thus, the applied process H1 seems to represent a
more realistic stochastic process for the generation of ran-
dom DO events and consequently a more adequate null
hypothesis for future Monte Carlo based statistical analyses
on the recurrence pattern of DO events.
[14] As a final remark, we would like to stress that several

other processes exist which were used to simulate the
waiting time distribution of DO events, e.g., a six‐parameter
model, which was constructed from the dynamics of DO
events as seen in an ocean‐atmosphere model of interme-
diate complexity, and whose parameter values were obtained
by an intuitive fit with that model [Braun et al., 2007]. The
main strength of our two‐parameter process as compared
with that model is its simplicity: For example, the smaller
number of adjustable parameters enables us to perform a
much more systematic parameter estimation procedure, in
order to fit the model‐generated interevent waiting time
distribution to the waiting time histogram of DO events as
seen in the proxy records (Figure 5). In addition to that, our
process is in first place based on the principle of parsimony
and on – according to our interpretation – very plausible
principles of nonequilibrium dynamics, and not in first place
on a fit with an ocean‐atmosphere model. Hence, this is a
new line of reasoning in order to infer about the generation
of DO events, which is largely independent of assumptions
made in ocean‐atmosphere models.

4. H2: An Added Bisinusoidal Cycle (Mimicking
Solar Forcing)

[15] Finally, we apply the proposed random process H1
for a case study, in which we investigate how an added
bisinusoidal periodic forcing, which mimics two reported
century‐scale solar activity cycles, alters the distribution of
the output events as simulated by this random process. This
yields another process, H2. We explicitly note, however,
that we here apply the principle of parsimony and we thus
do not advocate the process H2 as being the generating
process of DO events: As we discuss later in this section,
already in a highly simplified solar forcing scenario a

Figure 4. Dynamics of the two‐parameter random process
H1. The random input (black) together with the output,
which is given by the time evolution of the threshold func-
tion T(t) (red), is shown. Each time the forcing exceeds the
threshold function, which happens at times t1 and t2, the
threshold function takes a maximum value of one. After-
ward, it approaches its time equilibrium value of zero fol-
lowing a relaxation process with time scale t0. Note that
apart from the time step, which is chosen to be 20 years,
the normalized random process has two parameters, that
is, the relaxation time t0 and the standard deviation sn of
the noise.
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complex, nonperiodic recurrence pattern of DO events could
be expected. Thus, we are not aware of the existence of any
study in which a statistically significant regularity in the
timing of DO events was demonstrated that gives note-
worthy support for a possible solar influence on the events.
[16] Various studies hypothesized about a possible solar

role in triggering DO events. Several argument could be or
have been used in favor of a possible solar influence on the
timing of DO events:

[17] 1. Small (∼0.1%) cyclic solar irradiance variations
have been measured by satellites over the last three decades,
and decadal‐to‐century scale cyclic solar variations have
further been observed by sunspot counting over the last few
centuries [Gleissberg, 1944]. Moreover, century‐scale cyclic
variations were reported to exist in a 1000 year long record
of solar‐terrestrial phenomena [Feynman and Fougere,
1984]. Finally, century‐scale cyclic solar proxy variations
were also reported to persist throughout the entire Holocene
[Stuiver and Braziunas, 1993; Peristykh and Damon, 2003]

Figure 5. Parameter estimation of the process H1. (top) Isolines of constant population mean interevent
waiting times hti (red) and of constant ratios between the population mean absolute deviation and the
population mean interevent waiting time, h∣t − hti∣i/hti (blue), as a function of the parameters t0 and
sn. Thick lines correspond to the values as obtained from the sample of 10 DO events (3–12) in the Sof-
ular isotopic record (Table 1). The point of intersection, which is marked in black, represents our esti-
mation of the parameters t0 and sn (see text for more details). This approach yields t0 ≈ 4000 years and
sn ≈ 0.284 for the Sofular record, and t0 ≈ 16,000 years and sn ≈ 0.355 for the NGRIP record. For each
point, the length of the simulation is 10,000,000 time steps (i.e., 200,000,000 years). (bottom) The waiting
time distribution as generated by the process H1 (black), using the values of the parameters t0 and sn as
obtained by our parameter estimation procedure. In addition to that, the histogram of the interevent
waiting times as obtained from the (left) Sofular and (right) NGRIP records is also shown (red). The
binning is 100 years. The ensemble size of the simulations in Figure 5 (bottom) is about 800,000 events.
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and throughout the second half of the Last Glacial Period
[Wagner et al., 2001]. The apparent presence of this forcing
could affect the timing of DO events, since in a system
with a threshold already small perturbations could push the
system above the threshold.
[18] 2. A close correlation between multicentennial cli-

mate proxy anomalies in the North Atlantic and “rapid
(100–200 year), conspicuously large‐amplitude variations”
in solar proxy records was reported to exist throughout the
Holocene. This was interpreted as an indication for persis-
tent solar influence on North Atlantic climate, at least during
the Holocene [Bond et al., 2001].
[19] In contrast, several other hypotheses for the timing of

DO events were proposed that are in first place based on the
existence of apparent regularities in the recurrence pattern of
DO events, the statistical significance of them depends on
the applied null hypothesis and on the chosen test statistic
and which could be statistically insignificant [Ditlevsen
et al., 2007; Braun et al., 2010]. Hence, the hypothesis of
a possible solar role in triggering DO events could thus be
based in first place on arguments that are independent from
any apparent regularity in the timing of DO events. This is
desirable for null hypothesis testing, since it prevents cir-

cular reasoning. We explicitly note, though, that a possible
solar influence on the timing of DO events does not nec-
essarily conflict with a leading role of other factors, such as
random variability [Ditlevsen et al., 2007], in triggering the
events, since the events could have been triggered by a
combination of several factors [Braun et al., 2008]. We
further note that various arguments could be or have been
used against a possible solar role in triggering DO events:
[20] 1. The magnitude of solar irradiance variations as

recorded by satellites over the last three decades is small
(i.e., only about 0.1% of the “solar constant”), which is
often regarded as being orders of magnitude too small to
trigger 10 to 15 K DO‐like climatic anomalies.
[21] 2. No noteworthy correlation and no stable phase

relation were reported to exist between cyclic century‐scale
solar proxy variations and DO events [Muscheler and Beer,
2006]. In addition to that, only some DO events were
reported to begin during intervals of particularly large solar
proxy variations [Muscheler and Beer, 2006].
[22] 3. A prominent 1470 year spectral component, which

is closely related to the occurrence of DO events and whose
statistical significance is still under debate, since it could
depend heavily on the applied null hypothesis [Schulz,
2002; Braun et al., 2010], was reported to exist in the
GISP2 ice core d18O record [Grootes and Stuiver, 1997].
Proxies of solar variability, in contrast, were reported to
exhibit prominent spectral peaks especially at periods of
about 208 and 88 years and at harmonics, respectively
combination tones thereof [Stuiver and Braziunas, 1993;
Peristykh and Damon, 2003], but not at a period of about
1470 years. However, in a highly nonlinear system a spec-
tral correlation between the input and the output is not
necessarily expected, and it was explicitly demonstrated
with a coupled ocean‐atmosphere model of intermediate
complexity that DO‐like events, spaced periodically by
1470 years (or, multiples thereof), can be triggered by a
periodic input in cycles of 210 and ∼86.5 years but without
any input power at a spectral component corresponding to a
period of 1470 years [Braun et al., 2005].
[23] In this light, we think that it is of relevance to

investigate how the inclusion of century‐scale forcing
cycles, which mimic the leading spectral components of the
reported De Vries/Suess (∼208 year) [Wagner et al., 2001;
Peristykh and Damon, 2003] and Gleissberg (∼88 year)
[Feynman and Fougere, 1984; Peristykh and Damon, 2003]
solar cycles, may alter the waiting time distribution
and phase distribution of noise‐induced DO‐like events
according to our random process H1. As before, we thus
drive the process H1 by Gaussian‐distributed noise, with
zero mean and standard deviation sn. We then add a periodic
forcing component, consisting of two sinusoidal cycles with
equal amplitudes A = A1 = A2 = sn > 0, which are chosen to
be equal to the standard deviation of the noise, and with
periods T1 = 1470/7 (=210) years and T2 = 1470/17 (≈86.5)
years (Figure 6). We note that our choice of T1 and T2 is a
very particular (but, considering the uncertainties in the solar
cycle “periods,” possible) one. Our motivation for choosing
these values is that this particular input scenario is consid-
erably simpler to test by means of null hypothesis testing,
because the bisinusoidal input repeats periodically in this
scenario (with a period of 1470 years), which implies a
maximum regularity of the DO‐like output events, as we

Figure 6. Addition of two sinusoidal input cycles, which
mimic the leading spectral components of the reported solar
Gleissberg (∼88 year) and De Vries/Suess (∼208 year)
cycles, respectively. The input (black) together with the out-
put of the process H2, which is given by the time evolution
of the threshold function T(t) (red), is shown as in Figure 4.
The top black curve shows the combined input, which
consists of (1) a Gaussian‐distributed random component
with zero mean and standard deviation sn (second black
curve from top), and (2) two sinusoidal components with
equal amplitudes A = A1 = A2, which are chosen to be
identical to the standard deviation sn of the random com-
ponent, and with periods of 1470/17 (≈86.5) and 1470/7
(=210) years, respectively (bottom black curves). The
dashed lines indicate the beginning of the DO‐like events,
which are triggered each time the combined forcing crosses
the threshold function T(t). Note that due to the presence of a
random component in the input, the output events do not
exhibit a stable phase relationship with the two sinusoidal
input cycles and are also not always triggered during
intervals of particularly large excursions of the bisinusoidal
input. For more information, see text.
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will discuss later. In the case of a nonperiodic input, in
contrast, a more irregular recurrence pattern of the DO‐like
events could be expected, which would be more difficult to
analyze by means of null hypothesis testing, because mea-
sures of regularity do not necessarily have a noteworthy
power to distinguish between a perfectly random occurrence
of DO events and an irregular but nonrandom one. We
further stress that we do not suggest that the reported solar
cycles are sinusoidal. We are only using a sinusoidal input
for simplicity. We also note that the possible solar origin of
the reported De Vries/Suess (∼208 year) cycle, and of pos-
sible longer cycles [Damon and Sonett, 1991], is less well
established than of the reported Gleissberg (∼88 year) cycle,

because it is more difficult to relate these cycles to features
in the historical sunspot record [Wagner et al., 2001],
although additional arguments for the possible existence of a
∼208 year solar cycle were given [Stuiver and Braziunas,
1993; Wagner et al., 2001; Peristykh and Damon, 2003],
the quality of which is debatable. Moreover, we note that we
consider only two input cycles, because measures of regu-
larity are likely to have a higher statistical power to distin-
guish between the scenarios H1 and H2 than between H1
and a possible scenario with more than two input cycles.
Finally, we also note that the proposed scenario (H2) and the
previous scenario (H1) are mutually exclusive for any
nonzero value of the parameter sn = A1 = A2 = A. As

Figure 7. Parameter estimation of the process H2. (top) Isolines of constant population mean interevent
waiting times hti (red) and of constant ratios between the population mean absolute deviation and the
population mean interevent waiting time, h∣t − hti∣i/hti (blue), as a function of the parameters t0 and
sn (with sn = A1 = A2). Thick lines correspond to the values as obtained from the sample of 10 DO events
(3–12) in the Sofular isotopic record (Table 1). The point of intersection, which is marked in black,
corresponds to our estimation of the parameters t0 and sn (see text for more details). This approach yields
t0 ≈ 4500 years and sn = A1 = A2 ≈ 0.215 for the Sofular record, and t0 ≈ 18,400 years and sn = A1 = A2 ≈
0.263 for the NGRIP record. For each point, the length of the simulation is at least 10,000,000 time steps
(i.e., 200,000,000 years). (bottom) The waiting time distribution as generated by the process H2 (black),
using the values of the parameters as obtained by our approach. In addition to that, the histogram of the
interevent waiting times as obtained from the (left) Sofular and (right) NGRIP records is also shown (red).
The binning is 20 years. The ensemble size of the simulations in Figure 7 (bottom) is about 800,000
events.
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before, the time step is chosen to be 20 years, in accor-
dance with the two applied paleoclimatic records.
[24] In order to estimate the values of the two parameters

sn and t0 of the process H2 from the waiting time histogram
of the DO events as seen in the two climate proxy records,
we again follow an isoline approach (Figure 7, top), anal-
ogous to the one applied in Figure 5. As before, we estimate
the parameter values from the point of intersection of the
two isolines whose values of hti and h∣t − hti∣i/hti agree
with the corresponding sample mean values as obtained
from the 10–18 events in the two proxy records. This
approach yields sn = 0.215 and t0 ≈ 4500 years for the
Sofular record, and sn = 0.263 and t0 = 18400 years for the
NGRIP record. Again we mention that these values are
obtained only for our particular choice of the time step. As
before, we note that the obtained parameter values for the
NGRIP record are strongly influenced by one single, con-
spicuously long waiting time between the DO events 1 and
2, which may be the result of nonstationarity.
[25] With this estimation procedure of the parameter

values sn and t0, the generated waiting time distributions
agree fairly well with the waiting time histograms of the DO
events as seen in the two proxy records (Figure 7, bottom):
Using the Kolmogorov‐Smirnov test, we find that we cannot
reject H2 on the basis of the waiting time histograms of the
DO events as seen in the two paleoclimatic proxy records,
not even at a significance level of 0.2. Note that the waiting

time distributions of the DO‐like events as obtained from
the process H2 exhibit many modes, which are typically
spaced by only 100–200 years. These modes arise from the
presence of many local maxima in the bisinusoidal input,
which are typically also spaced by 100–200 years (Figure 6).
Similarly, the phase distribution of the output events like-
wise exhibits several modes, which coincide with local
maxima in the bisinusoidal forcing component (Figure 8).
Distinguishing between the processes H1 and H2 on the
basis of the waiting time distribution/phase distribution is
thus difficult and requires measures of multimodality,
according to our interpretation. We stress that so far mea-
sures of (quasi)periodicity have commonly been used to
investigate the regularity of DO events [Alley et al., 2001;
Schulz, 2002; Rahmstorf, 2003]. Based on our findings as
presented here, we do not expect that such measures have a
noteworthy statistical power to distinguish between the
processes H1 and H2. We thus advocate using nonparametric
measures of nonperiodic regularity, for example of multi-
modality [Silverman, 1981; Fischer et al., 1994; Minnotte,
1997], to distinguish between a random occurrence of DO
events and a scenario in which the events are at least to some
part triggered by solar variability. For completeness we note
that at least one study exists in which the recurrence pattern
of DO events in the most recent part of the NGRIP ice core
d18O record was analyzed using a parametric measure of
multimodality [Braun et al., 2009]. However, Braun et al.
performed no estimation of the statistical significance of
the detected recurrence pattern because of the difficulty to
come up with (1) a simple but realistic stochastic process for
the occurrence of random DO events and (2) a simple but
powerful nonparametric measure of multimodality. Thus,
our present study solves the first of these two problems and
presents a relevant step toward identifying the trigger of
the remarkable DO events in glacial climate.

5. Discussion and Conclusions

[26] In this paper we connected the statistical concept of
hypothesis testing with the principle of parsimony in an
approach to analyze the waiting time statistics of DO events.
Our study provides three main results, which are summa-
rized in Figure 9.
[27] 1. We constructed a one‐parameter nonlinear sto-

chastic process (H0), in which DO events are triggered each
time a random forcing crosses a fixed threshold value. This
process leads to a geometric distribution of the interevent
waiting times (Figure 9), respectively to an exponential
distribution, which is the continuous analog of the geometric
distribution and which has so far not been rejected
[Ditlevsen et al., 2007]. Using the timing of the most recent
DO events as seen in two paleoclimatic proxy records, the
NGRIP ice core d18O record and the Sofular cave stalagmite
d18O record (Figure 9), we now find that the recurrence
pattern of the most recent DO events is inconsistent with a
geometric distribution, and we can statistically reject the
geometric distribution at the 0.05 (NGRIP) respectively 0.01
(Sofular) significance level. Thus, our study indicates that
there is a need to come up with a more realistic stochastic
process for the occurrence of random DO events. We attri-
bute the different outcome of our present study as compared
with the findings of Ditlevsen et al. [2007] to the fact that

Figure 8. Phase distribution of the DO‐like events, as
obtained from the process H2. The bottom curve shows the
bisinusoidal input component, with a period of 1470 years.
The top curve shows the 1470 year phase distribution of
the onset of the simulated events, that is, the timing of the
onset modulo 1470 years. Note that this distribution has sev-
eral modes, which correspond to local maxima of the bisinu-
soidal input. The number of modes and their magnitude
depends on the signal‐to‐noise ratio in the forcing, compare
Figures 5 and 6 of Braun et al. [2009]. The sample size is
approximately 800,000 events. The chosen parameters values
are the ones we obtained with our parameter estimation
approach as illustrated in Figure 7, that is, t0 ≈ 18,400 years
and sn = A1 = A2 ≈ 0.263 (top), respectively t0 ≈ 4500 years
and sn = A1 = A2 ≈ 0.215 (bottom).
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the main difference between the DO‐like events as obtained
from the processes H1 (see below) and H0 is the dispersion
of the interevent waiting time distribution (Figure 9), and
not the phase coherence of the events. We thus expect that
our measure of regularity, which essentially is a measure of
dispersion, has a higher statistical power to distinguish
between H0 and H1 than the Rayleigh R statistic used by
Ditlevsen et al. [2007], which is a measure for the phase
coherence of the events.

[28] 2. We constructed a two‐parameter nonlinear sto-
chastic process (H1), in which DO events are triggered each
time a random forcing crosses a time‐dependent threshold
function that follows a relaxation process with some char-
acteristic time scale. Using the timing of the most recent DO
events as seen in the NGRIP and Sofular d18O records, we
find that this process is consistent with the waiting time
histogram of the events as seen in both proxy records
(Figure 9). Thus, we suggest to use our process H1 in future
Monte Carlo based statistical tests on the regularity of DO
events, for example to distinguish between a random
occurrence of the events and a scenario in which the events
are at least in part triggered by solar variability. Hence, our
study provides a novel and relevant step toward identifying
what triggered DO events in glacial climate.
[29] 3. Using our stochastic process H1, we investigated

how the inclusion of a simple bisinusoidal forcing compo-
nent, which mimics the leading spectral components of two
reported century‐scale solar cycles, affects the waiting time
distribution and the phase distribution of the output events.
This results in a third process, H2. We found that the
additional periodic forcing component leads to the occur-
rence of several modes in the interevent waiting time dis-
tribution (Figure 9), respectively in the phase distribution
(Figure 8). According to our interpretation, standard mea-
sures of periodicity thus do not have a noteworthy statistical
power to distinguish between the processes H1 and H2 and
should thus not be used to distinguish between a random
occurrence of DO events (H1) and a scenario in which the
events are at least in part triggered by solar variability.
Instead, simple but powerful nonparametric measures of
multimodality should be used, which are much more diffi-
cult to construct and apply. This approach should thus
provide a novel and relevant step in the ongoing discussion
about the possibility of a noteworthy solar contribution to
triggering DO events.
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