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Abstract. In this study we present a scheme for calculat- include prognostic cloud schemes calculating cloud fractions
ing the characteristics of multi-layer cloudiness and precip-(i.e. the fractional areal coverage by clouds) and cloud water
itation for Earth system models of intermediate complex- content Solomon et al.2007 Zhang et al.2005 Williams
ity (EMICs). This scheme considers three-layer stratiformand Tselioudis2007). While such schemes are quite elabo-
cloudiness and single-column convective clouds. It distin-rate in the state-of-the-art models, some unresolved problems
guishes between ice and droplet clouds as well. Precipitatiomemain Stephens 2005 Williams and Tselioudis 2007,
is calculated by using cloud lifetime, which depends on cloudCesana and Chepfe2012). In particular, there is ample ev-
type and phase as well as on statistics of synoptic and conidence that uncertainty in cloud response to external, e.g.
vective disturbances. The scheme is tuned to observations bgnthropogenic forcing, constitutes the largest part of the
using an ensemble simulation forced by the ERA-40-derivedoverall uncertainty in the response of global climate mod-
climatology for 1979-2001. Upon calibration, the scheme re-els (Stephens2005 Bony et al, 2006 Dufresne and Bony
alistically reproduces basic features of fields of cloud frac-2008 Soden and Vecch2011).
tions, cloud water path, and precipitation. The simulated For Earth system models of intermediate complexity
globally and annually averaged total cloud fraction is 0.59,(EMICs) (Claussen et gl.2002 Petoukhov et al.2005
and the simulated globally averaged annual precipitation iZickfeld et al, 2013 Eby et al, 2013 this problem is even
100 cmyr . Both values agree with empirically derived val- more actual. Most models of this type contain quite sim-
ues. The simulated cloud water path is too small, probablyplified cloudiness schemes, frequently accounting only for
because the simulated vertical extent of stratiform clouds isffective single-layer clouds (see, e.g. Table of EMICs at
too small. Geographical distribution and seasonal changes dittp://www.pik-potsdam.de/emics/toe_05-06-07)pdBuch
calculated cloud fraction and precipitation are broadly real-an approach obviously precludes to resolve dominant influ-
istic as well. However, some important regional biases stillence of upper-level clouds on long-wave radiative transfer in
remain in the scheme, e.g. too little precipitation in the trop-the atmosphere, and low-level clouds on the respective short-
ics. We discuss possibilities for future improvements in thewave transfer$tephensl978 Liou, 2002. In addition, from
scheme. simulations with general circulation models it is expected
that global warming is accompanied by smaller (larger) cloud
fractions in the lower (upper) troposphere (eSplomon
et al, 2007). When accounting only for single-layer clouds,
1 Introduction simplified climate models cannot reproduce these changes in
cloud fractions. Further, one-layer cloud schemes may pro-
Clouds are an important part of the climate system, link-yige only limited representation of aerosol—cloud interaction

ing hydrological processes with radiative transfer and at-(first and second aerosol indirect effects related to changes
mospheric dynamics. Since the mid-1990s, climate models
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Table 1. List of symbols used throughout the paper. Long dash in the first column indicates that the corresponding variable is non-
dimensional. Variable modifierg:indicates cloud type=£ sl, sm sh co), andk stands for cloud phase-(drop, ice).

variable and units description

Hp j [m] height of cloud base

Hy j [m] height of cloud top

HepL [M] height of the equivalent barotropic level
HppgL [M] height of the top of the planetary boundary layer
Hyyop [M] height of the tropopause

hj[m] cloud thickness

cj -] cloud fraction

ctot [-] total cloud fraction

Pco [kg(H20) m—2 s~1]  convective precipitation

Ps [kg(H,0) m—2s71]  large-scale precipitation

Prot [kKg(H20) m™2s71]  total precipitation
gv [kg(H20) kg@n—1  specific humidity
qv,0 [kg(H20) kg@ain~1]  specific humidity at the surface

T [K] temperature

W; [kg(H20) m_3] cloud water/ice content per unit volume

Wiot [kg(H20) m™2] vertically integrated cloud water/ice content per unit area
we [ms™ effective vertical velocity (see E@)

wig [M 571] large-scale vertical velocity

wsyn [M s synoptic-scale standard deviation of vertical velocity

in cloud albedo and lifetime respectively; both effects results The scheme is designed for use in Earth system models

from an impact of hydroscopic aerosols on the size of cloudsf intermediate complexity. This is the reason why we tried

droplets and ice crystals, e@harlson et a).1992 Solomon  to keep all equations as simple as possible. The latter pre-

et al, 2007). cludes usage of more elaborated approaches which are imple-
Among EMICs which currently have an effective single- mented in the state-of-the-art global circulation models. In

layer cloudiness scheme are the models developed at thihe present scheme, some equations are just derived heuristi-

Potsdam Institute for Climate Impacts Research (Climber-2cally and tuned to observations (see below).

Petoukhov et al200Q Ganopolski et a) 2001, and Climber- Values of basic variables are listed in Talle

3a, Montoya et al. 2005 and at the A. M. Obukhov Insti-

tute of Atmospheric Physics, Russian Academy of Science€-1 Cloud vertical boundaries and extent

IAP RAS CM; seeMokhov and Elisee(2012. Currently, . ) )

both institutes are developing new versions of the EMICsHeight of convective clouds bas, . is related to the plan-

(Coumou et a].201%; Eliseev et al.2011). As a part of this  ©tary boundary layer heigifpe, :

programme, we are working out a new cIoud—precipitationg 0= Cp coHpBL 1)
scheme. This scheme describes three-layer stratiform clouds ’ '
and one effective type of convection clouds. whereCy o is @ constant. In addition, effective vertical ve-

In the present paper, the current version of the scheme itocity

described and tested offline for the present-day climate.
We = Wis + Aue, 1Wsyn+ Qe 2Woro + Awe, 3Weony 2

is checked to be positive at this level. Otherwise, it is as-
sumed that no convection occurs at a given geographic loca-

The developed scheme considers four cloud types withirfion. Eq. @) was introduced byRetoukhov et al200Q their

a given grid cell. The first three cloud types describe low- EQ. 36) in order to represent well-known relations of cloud
level, mid-level, and upper-level stratiform clouds (thereafterfraction with intensity of large-scale asceng (in terms of
denoted with the subscripts sl, sm, and sh respectively). Thighe Climber and IAP RAS models, “large-scale” dynamics
distinction corresponds to observational experience at larg@re dynamics with horizontal spatial scales larger than the
horizontal scalesTjan and Curry1989 Mazin and Khrgian ~ Rossby deformation radius and with temporal scales larger
1989. The fourth cloud type is denoted by subscript co andthan several days), with intensity of synoptic-scale stirring

represents convective (Cumu|us) clouds. (expressed Via)syn) and with the orographically forced dis-
turbances (for whichwgrg = VH - u(0) serve as a substitute;

2 Governing equations
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hereVy is a horizontal gradient operator, an0) is near- Finally, heights of the stratiform cloud tops are computed
surface horizontal wind). Effective vertical velocity in E@) ( according toH; ; = Hy_j + h ;. Heights of convective cloud
is calculated similar to Eq. (36) iRetoukhov et al(2000), tops are related to the height of the tropopause

but with coefficientsa,,, 1 and a,, 2 depending on cloud

type. An additional modification with respect to Eq. (36) in #t.co= Ct,coHtrop- (7)
Petoukhov et al2000 is due to convective stirring: the term

(g 5Weony IS introduced with Geometric thickness of convective clouds is calculated as

Hi co— Hp,co- In EQ. (7), Ctco is a function of specific hu-

qv(0) midity (via vertical velocity due to convective stirringony,

Wconv = Wcony,0 €XP Y . (3) Y ( . y on
qv.0 see Eq3):

Here ¢v(0) is near-surface specific humidityconvo = Weony

®)

0.01ms?, and gyo=0.01kgH20) kgain=t. In the Ctoo=Croo1+ Croo2-

schemeg,, 3 is set to zero for stratiform clouds. Thus, the N ) )

It should be noted thali, .o may depend on atmospheric Prescribed valu€t, comax. In EQ. @), Ct.co1 andCico2 are
moisture content as well. However, this dependence is rathegonstants. . _ .
weak Mazin and Khrgian1989 p. 173, Eq. 1) and simply Thus calculated heights are associated with the nearest
ignored in our work. vertical level corresponding to input variables.

In the current setup, heights of stratiform cloud bases are > Cloud fracti
related either to the height of the planetary boundary Iayelz' oudfraction

Hpp, Or to the height of the equivalent barotropic le¥#lsl. £ yratiform clouds, cloud fractions (i.e. the fraction of the

(which is defined as a level at which motions are equivalent 10, rea covered by clouds of typd are calculated similar to

the vertical average of motions in the corresponding column; : )
) . . ) Eq. P kh 2000:
this level is close to the 500 hPa isobaric lewéb(ton, 2004 a. (35) inPetoukhov et ak2000

9
Wconv,0

p. 450)) or to the height of the tropopauBgop (Petoukhov ¢ = RH(Hb’j)lRH‘j Fewe)- 9)
et al, 1998 2003. All Hpg|, HepL, and Hyop are external
parameters of the scheme. The relations read Here RH Hy ;) is relative humidity at cloud basdgy ; is a
constant, and

Hps1=Ch,sl- HpBL,
Hp sm= Ch,sm" HeBL, 4) 1 we (Hb, )

’ ’ Feuwej=Cec1j+ =Ce2;|1+tanh——L2 ). 10
Hb,sh = CH,sh' Htrop, G weJ cLj 2 c2J We,0 ( )

whereCy g1, C.sm andCpy sh are parameters. This roughly

corresponds to the observanngI evidence _summansed 'Bther diagnostic cloud schemes used in global climate mod-
pp. 162-175 of the book biazin and Khrgian(1989. g5 our scheme assumes positive correlation between relative
In particular, low-level stratiform cloud bases are typically humidity and cloud fraction. In turnF .., ; represents the

located close taHpgL. Mid-level cloud bases are located, jynact of synoptic-scale, convective, and orographic stirring
as a whole, slightly below equivalent barotropic level; their o, 10,4 formation. Basically, this stirring enhances cloud
heights only weakly depend on season. Bases of the uppe:.~iion but saturates at highe.

level stratiform clouds are shallower in the higher latitudes Conv;active clouds are allowed to develop onlyifis pos-
than in the lower latitudes; the same is true for the tropopausg; e ¢ this condition is fulfilled, convective cloud fraction is

height 4—|oi_nka, 1998. o i . computed according to Eq. (38) Retoukhov et al(2000:
Calculation of geometric thickness of stratiform clouds is

similar to that used iPetoukhov et al(2000:

In Eq. 10), C¢,1,;, Cc2,j, andwe o are constants. Similar to

we (H, 0
/ Cco= Cco’otanh e( b’CO) tanhQV( ) (11)

hj=hjo- cjh “Fhr,js (5) We,co qv,co
wherec; is cloud fraction,j € {sl, sm sh} stands for cloud Here cco0, weco and gy.co are constants. Similar to
type, parametel ; o depends on this typé, is constant, and  Egs. @) and (L0), Eq. (1) was derived heuristically assum-
the dependence on temperature is ing thatceo should increase if either atmospheric moisture

content or synoptic-scale, convective, and orographic stir-
Fhr,j = exp(=Cn|T; — Thol). (6)  ring is increased. Again, both dependences should saturate

at largegy (0) andwe respectively.

Because stratiform and convective clouds may coexist at
a given layer within a given grid cell, it is checked that in
T; =T (Hp,). every layerceo+ ¢j < 1, wherec; is eithercg| or csm OF csh.

HereCy, andTh o are constants. Cloud temperatuigis as-
signed to the respective value at cloud base:

www.geosci-model-dev.net/6/1745/2013/ Geosci. Model Dev., 6, 12455 2013
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If this condition is not met, convective cloud fraction is re-  In turn, maximum volumetric water/ice content in convec-
duced toceo = 1 —c¢;. In other words, if both stratiform and  tive clouds, Qcomax is approximated based on the results
convective clouds coexist in a given grid cell, the former is reported in Fig. 2 on the same pageNtazin and Khrgian
considered to be favoured. (1989:

Total cloud fractions are computed by overlapping clouds
at different levels. Convective clouds are always considered2comax= b1mk (Ht.co— Hb.co) +
as a single column with maximum overlap between individ- bamk (Teo—27316) — b3 vk, (16)

ual computational layers. For stratiform clouds, a random .
overlap between low-, mid-, and upper-level clouds is al-Wherebimk, b2k, andbs vk are constants. In applying

ways used. However, if, for examplB co > Hpsm, thenthe  Ed- (16), an additional check thd@comax > 0 is performed.
area covered by cumulus clouds is removed from the latter FOr all cloud types, ice and droplet clouds are distin-
random overlap for low- and mid-level stratiform clouds. A guished. The molar fraction of frozen and non-frozen water
similar approach, but extended to the upper-level stratiformmolecules.fice and farop respectively, at a given heightis

clouds as well, is used i co > Hp sh. calculated according tBotstayn(1997):
2.3 Cloud water and ice content 1T T !f T(@) < Tna

fice(z) = m i Ty 1 <T(2) < T2, (7)
For stratiform clouds, the cloud water path (commonly de- 0 , i T(2) > T 2,

fined as the column amount of liquid and frozen water in farop(@) = 1— fice(2).
clouds) is calculated after Eq. (2) on p. 332Ntazin and P

Khrgian(1989: The values off,, 1 and7,, » are assumed to be independent
of cloud type.
Wi=awh;Fwyj, (12) Total cloud water path (per grid ceW;ot is calculated as
a weighted mean oW; (j =sl, sm sh co) assuming the
where same overlap as for total cloud fraction.
Fw,; = exp[rwk (T; = T1)]/ T, (13) 24 Precipitation

Ty = 27316K, anday andrvk are constants; here the sub- p e cinitation rate is computed as a sum of large-scale (strati-
script “MK” indicates that this equation is adapted from form) and convective precipitation:

Mazin and Khrgian (1989). Cloud water content is then dis-

tributed vertically, assuming that lateral boundaries of strat-pio; = P + Peo. (18)
iform clouds are vertical andV; profile is homogeneous
within the cloud. Large-scale precipitation is calculated by summing the
For convective clouds, total cloud water paih, is cal- contributions from all stratiform clouds in a given grid cell:
culated by integrating the respective vertical profile over the
cloud depth Pis = Pis sl + Pis,sm~+ Pis,sh,
Hico with
Weo= f Qco(2) dz. (14) Psj=cj- (fdropPIs.j,drop+ ficePIs,j,ice)~ (19)
H.co In turn,

Here Q¢o(z) is volumetric cloud water/ice content which is 0;
computed using Eq. (1) on p. 337 Mazin and Khrgian P jk = T—’

(1989: ik
£\ [ g\ wherej ingicates ploud typek_stands for cloud_phase (either
0co(z) = Ocomax X (_) ( ) , (15) droplet or ice),Q ; is volumetric water content in clouds, and
%o 1-¢%o 7, « is the lifetime of cloud type in phasek.
where Convective precipitation is attributed to cumulus clouds. It
is calculated by integrating precipitation in the vertical direc-
= (Z - Hb,co) / (Ht,co— Hb,co) ) tion
mmk = 2.8, Hico
nmk = 0.57, Peo = cco- / Peo(z) dz, (20)
fo =mmK / (mMMK + npK) - Hp,co

Geosci. Model Dev., 6, 1748765 2013 www.geosci-model-dev.net/6/1745/2013/



A. V. Eliseev et al.: Scheme for cloudiness and precipitation for EMICs 1749

where p¢o represents the contribution t8;, from the in-  Table 2. List of the standard values of the governing parameters of

finitesimally thin vertical layer. The latter is the scheme. Long dash in the first column indicates that the cor-
responding variable is non-dimensional, and in the last column it
Pco = fdrop(z) Pco,drop fice(2) Peoiice, (21)  shows that a specific parameter is not applied to cumulus clouds.
and t he contribution from convective clouds in phaseads variable and units value
Chsl -] 1.01
DPcok = Qco/Tcok- Ch,sm[-] 0.8
i .- . — . CH,sh [-] 0.8
For all cloud types, lifetime is calculated similar to thatin = ¢, /4 1
Petoukhov et al(2000 ceo0 [ 038
by vk [gm=4] 1.2957x 10~°
T =10,k (1— ar Fowe.j) (22) bamk [gm—3°C] 5.895x 10
bamk [gm3 0.7848x 102
where j € {sl, sm sh co}, k € {drop, ice}, Fc ., is the Ch K] 3x10°2
same as in Eq.10), anda, is a constant. We assume that g‘vc"é{:} g'g
lifetimes for liquid and frozen parts of clouds of all types in Croomaxl] 0.9
a given grid cell are linearly related to each other: In[-] 0.5
myk [-] 2.8
R = 0.57
Tjice = kr,lce T, drops (23) :\’:l: [[K]*l] 4.3% 10-2
wherek. ice is a constant. For liquid stratiform clouds ¢ 4v,0 [klg(":_foc)) kE(air_rj ;.gx 18:;
{sl, sm sh } we assume that lifetime is a weak function of ‘;"’1*;"“[(]9( 20) kg(@in™] R
cloud fraction Tm1 K] 260.0
1/2 Tm,2 [K] 273.2
Tj,drop =170" Cj (24) Weony,0 [m Sil] 1.0x 1072
weo [ms™1] 1.0x 1072
with the constantg. Thus, clouds which are more horizon- we,co [Ms™] 1.0x1073
tally extensive exist longer than smaller (presumably broken) ~«w kgkm~3] 5.25x 1072
clouds. A similar assumption for convective clouds is not [s] . 0.7x 1?;
needed because these clouds basically exists as systems of," ™" 5
localised towers. Therefore, for liquid convective clouds, :
SL SM SH co
Tco,drop = TO/kr,conv» (25) aye,3[-] 5.0 2.0 2.0 0.5
ape.a -] 0.3 0.3 0.3 0.1
andk; conyiS @ constant. 7wE,5 -] flJ-g 2-2 g-g 0.5
Note that the partition between ice and liquid cloud parti- CRH H ' ’ ' -
. . c1 -] 0.1 0.0 0.0 -
cles may be changed during their fall to the ground. As are- ¢, 0.8 0.9 0.3 -
sult, it is impractical to us€fice Or farop to calculate rain- or ho [m] 4x102 4x102 3x103 -
snowfall rate at the surface. It is assumed to be calculated by a: [-] 0990  0.990  0.990 0.998
the model’s land surface scheme based on surface tempera-
ture.
scheme most strongly. In addition, some parameters are re-
3 Calibration dundant in the scheme (e.g. any changevgin,o may be
compensated by an opposite relative change in the value of
3.1 Anapproach aye,3), and for some it is unclear how to prescribe their prior

ranges without a loss of consistency with observations (e.g.

First of all, the scheme was tuned manually to arrive at theall parameters adapted frofdazin and Khrgian1989 and
parameter values listed in Tal##e This was done in order to denoted by subscript MK). The parameters which are var-
set a reasonable starting point for the automated calibratioed in the presented simulations are listed in Tahl& his
procedure described below. This parameter set as well as thable also contains the ranges in which these parameters are
simulations with this set are referred to as initial. varied. For all parameters, uniform (non-informative) priors

In the latter automated calibration, governing parameterswvere chosen. Total sample size in parameter space was 5000.
of the scheme were sampled by using the Latin hypercube For comparison with observations, only such variables are
sampling McKay et al, 1979 Stein 1987). We chose only  chosen for which relatively reliable data sets exist. Those
to sample the parameters which are either most uncertainariables are total cloud fractiofiyt, total (vertically inte-
or those which modify the results of calculations with the grated over the whole atmospheric depth) cloud water and

www.geosci-model-dev.net/6/1745/2013/ Geosci. Model Dev., 6, 124%5 2013



1750 A. V. Eliseev et al.: Scheme for cloudiness and precipitation for EMICs

Table 3. List of the perturbed parameters of the scheme together with their priory ranges. Long dash in the first column indicates that
the corresponding variable is non-dimensional. The symbols “SL”, “SM”, “SH”, and “CO” indicate particular cloud types according to
classification used in the scheme. In the last column, Bayesian mean and standard deviation are shown.

variable and units sampled range posterior value
Ch.sm[-] 0.6-1.0 08464 0.012
Cteo1l- 0.4-0.6 04834 0.045
Ctcoz [H] 0.08-0.25 01674 0.028
Ct,comax [-] 0.85-1.0 0935+ 0.014
Ceo0[-] 0.70-0.90 0838+ 0.008

Ccco1lms™ 1]

Ce.co.2 [kg(H20) kg(ain 1]

(0.8—12) x 1073

(20-5.0) x 1072

(0.88440.084) x 10~3

(2.674+0.21) x 1072

aw [kg Km3] (3.0—7.0) x 1072 (5.49+£0.17) x 102
Tm.1 [K] 250-265 2505 +0.2
10[s] (0.3-1.2) x 103 (0.8140.07) x 103
kz,conv[-] 4.0-13.0 107+0.8
ke ice [-] 1.4-2.6 206+0.24
ho [m] SL (2-6) x 17 (3.93+0.35) x 102
SM (2-6) x 107 (274+1.1) x 107

SH (05—1.2) x 103 (0.84+0.11) x 103

aye.3 [ SL 3-7 672+0.31
SM, SH 1-3 253+0.33

co 0.3-0.8 49+ 0.085

aye.a -] SL, SM, SH 0.2-0.4 (B73+0.059
co 0-0.2 0185+ 0.028

aye,5 [ co 0.3-0.7 0651+ 0.019
Cesil- SL 0-0.2 018340.031
SM, SH 0-0.1 0121+ 0.0069

Ces2 [ SL 0.1-1.0 0817+0.031
SM 0.1-1.0 @12+ 0.056

SH 0.1-1.0 ™81+ 0.069

ice contentWiot, and total precipitation rat&:. In addition,
to assess partition between stratiform and convective clouds,
a contribution taPy from large-scale and convective precip- § — max (27)
itation is assessed as well. ) o ]

Total score for the scheme is calculated by multiplying the Skill score for cloud fraction is constructed from its glob-

individual skills for cloud fractionsss, cloud water patf, ally and annually averaged value, and fields for annual mean,
and precipitatiorsp: January, and July cloud fractions:

The goal of the optimisation procedure is

S = ScSwSp. (26) Sc= Sc,gSc,anngc,Jangc,JuL (28)

Geosci. Model Dev., 6, 1748765 2013 www.geosci-model-dev.net/6/1745/2013/
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For globally and annually averaged cloud fraction

a) NH

Sc,g = N(Ctot,g,annw Ctot,g,ann O Ucmt_g,anno) , (29)
where isNV (X; X,,, ox) is a normal distribution function of 0.7
variableX with meanX, and standard deviatiarn. In turn, 0.68
ctot,g,ann IS the globally and annually averaged total cloud 0.66
fraction. Here and below, indices M and O stand for mod- 0.64
elled and observed fields, respectively. Skilsann Sc.jan 0.62
andSc gy are computed as imaylor (2001): Y
Sy = Ty, (30) 0.58

0.56
whereX stands for any of “c,ann”, “c,Jan”, and “c,Jul”, and 0.54
function 0.52

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
(A+rx)?
=" - 31
YT Ax + 1/Ax)? (31) b) SH
In Eq. 31) rx is the coefficient of the spatial correlation

between area-weighted modelled and observed field§, of 0-75[
and Ay is the so-called relative spatial variation calculated
according to 0.7

Ax = Axm/Ax,0, (32) o.esv

where A% , is the spatial average dfXw — Xmg)%, and
Xwm,g is a globally (but not necessarily annually) averaged
value of the modelled fiel&y. In turn, Ax o is defined sim- 0.55
ilar to Ax v but for the observed field.

Skill score for cloud water content is calculated by using
an equation similar to Eq26):

tot

0.6

0.5
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Fig. 1. Total cloud fractions (fraction) averaged over the Northern
and Southern Hemispheradndb, respectively) for the model with
initial guess and calibrated parameter sets (grey and black lines re-
spectively) as well as for the ISCCP, MODIS, CERES, and ERA-40
data sets (red, yellow, green, and blue curves respectively).

Sw = Sw,gSw, annSw, JanSw, Jul- (33)

The meaning of terms on the right-hand side of BB§) (
is analogous to that in E28). This is only applied for total
(vertically integrated) cloud water pathio;. The procedure
to calculate terms on the right-hand side of E2)(is again
similar to Egs. 29) and @0). Here Pt = Pis + Pco, prat = Peo/ Pis. Further,

Precipitation skill score is

SP,ann= SP,tot,annSp,rat,ann (37)
Sp = Sp.gSP.annSP.3anSP,Jul- (34) Here
Because it is important to distinguish between large-scaleSp.tot,ann= 7p.tot.ann (38)
and convective precipitatiorRis and Peo respectively, indi- - §; o ann= 7p ratann (39)
vidual terms in Eq.34) are calculated differently from their .
counterparts in Eqs26) and B3). In particular, . The termsSp gan and Sp yu are calpulated by. using equa-
tions similar to Egs. 37)—(39) but with respective monthly
Sp.g = Sp ot gSP.ratgs (35)  mean fields in place of annual mean ones.
After that, sampled parameters were subjected to Bayesian
where averaging Kass and Raftery1995 Hoeting et al. 1999 us-
ing total scoresS as weights. The ensemble means for all
Sp.tot.g = N(Ptot,g,annw Prot,g.anno. UPtot,g,annO) J sampled parameters obtained in this way were considered as

(36) a calibrated parameter set thereafter in this paper (T3ble
and their standard deviations were considered as a measure
of respective allowable range width.

SP,ratg = N(Prar,g,annMQ Pratg,annO; Oﬁprat_gﬁann’o) .
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a) initial b) calibrated
90N
60N

o sygf‘{’ il
30S E‘.;“‘a! .

60S

90S
60E 120E 180 120W 60W 0 60E 120E 180 120W 60W O

¢) ISCCP D2 d) CERES

0 60E 120E 180 120W 60W O

e) MODIS f) ERA-40

308 @i Gy =Gy
60S 60S
90 . 90S
0 60E 120E 180 120W 60W O 0 60E 120E 180 120W 60W O

0.1 0.2 0.3 0.4 05 0.6 0.70.80.9

Fig. 2. Annual mean modelled total cloud fraction (fractions) for initial and calibrated parameteasatdlf, respectively) in comparison
to the ISCCP D2, CERES, MODIS, and ERA-40 climatologiesl( e, andf, respectively).

We checked different procedures to obtain this optimal pa-3.2 Forcing data and observational data sets
rameter set. In particular, we have tried to zero weights if
S’s were smaller than the half of their maximum. In this ap-

proach, ensemble mean values were basically unchanged b reanalysis $immons and Gibson2000) climatology
their standard deviations were smaller. In addition, we hav or 1979-2001. Synoptic-scale standard deviations of ver-
tried to manually select a best-performing sample and use it%cal velocity Were calculated by using the.526 day
parameters as optimal. However, in the latter approach no P&urakami filter identically to that used byaétoukhov
rameter sample was superior with respect to their Bayesia%t al. (2008, and were converted ta coordinates as-

means. suming geostrophy. Height of the planetary boundary
layer was set equal to 1.5km, and the value 5.5km was
used for the height of the equivalent barotropic level
(Charney and Eliasseh949 Hoskins and Karoly1981). In
the vertical direction, 21 discrete computational levels were

ﬁge simulations were forced by the monthly mean ERA-
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used. The lowermost level was located at the Earth’s surfacelable 4. Globally and annually averaged values as calculated by
and the next one was dfpg_. Other levels were equally the proposed scheme with two parameter sets in comparison with
spaced in height up to the tropopause. The latter was diagthe available observational data.

nosed from the monthly mean ERA-40 data using the con-

ventional definition for thermal tropopause variable initial  calibrated observational data sets
For total cloud fractions, the following monthly climatolo- 0.62 (ISCCP)
gies were used: 0.59 0.59 0.67 (MODIS)
’ ctot [-] 0.60 (CERES)
— The International Satellite Cloud Climatology Project 0.64 (ERA-40)
(ISCCP) product D2Rossow and Duena004). IS- 5
CCP based on 3-hourly radiance data from visible ~"et19(H29 M= 66 82 125 (CERES)
(0.8 um) and infrared (11 pm) channels measurements  p; [cmyr 101 100 88 (GPCP)
with the horizontal resolution 4-7 km from weather 113 (ERA-40)
geostationary satellites (GEO) (like GMS, GOES East,
GOES West, Meteosat, MTSAT, INSAT; s&®ssow Ps/ Prot H 048 045 0.53 (ERA-40)

and Duenag2004) for more details) and National
Oceanic and Atmospheric Administration (NOAA)
polar-orbiting (low Earth orbit, LEO) satellites. Data the basic reason why only total cloud fractions were used
are intercalibrated between GEO and LEO satellites.for calibration, and not cloud fractions in different layers.
Cloud fraction is derived by using the spectral thresh-Another reason is the above-mentioned (see Spdiffer-
old test and a combination of the spatial and temporalence between the definition of the cloud layers in the present
uniformity tests. scheme and that used in common cloud products. An exten-
sive intercomparison between these data sets was reported by
— The Clouds and the Earth’'s Radiant Energy SyStemChernoku|sky and MOkhO(QOlQ 2012We Sebctotganno to
(CERES) Minnis et al, 201]). This data set was 0.1, which is a typical value for interannual standard devia-
created by simultaneous retrievals of cloud proper-tion of globally averaged total cloud fractions as estimated
ties and broadband radiative fluxes from the instru- py using the ISCCP data.
ments on two LEO Terra and Aqua satellites from  Cloud water path¥i; was evaluated against the CERES
the Earth Observing System. The data from the Terraretrievals Minnis et al, 2011). In this data set, the cloud wa-
satellite with 10:30/22:30 LT equatorial crossing were ter path is computed as function of cloud optical depth and
used. Cloud properties are determined using measureappropriate effective particle size. FSW g, is set
ments by the Moderate Resolution Imaging Spectro-ad hoc to 0L x CWior.g.annO-
radiometer (MODIS; see below). MODIS provides  Total precipitation is compared with the GPCP-2.2 data
measurements in 36 spectral channels with resolutiorset (Global Precipitation Climatology Project, version 2.2,
from 0.25 to 1 km. Five of them (with the central wave- an update fronHuffman et al, 2009. Lacking purely em-
lengths of 0.65, 1.64, 3.75, 11, and 12 um) are used ipjrical data about the subdivision of total precipitation into
the CERES cloud mask. large-scale and convective precipitation, we have calibrated

— The MODIS Science Team (MODIS-ST) data set ;hi scEe:net:yt usk|1r.1lg ﬂ}‘efgt ::alculatled ba;e:j tqn EfRA:lO
(Frey et al, 2008. Instead of the CERES algorithm, 14 9&&- NO'€ thal while giobal annual precipitation fractions

: .. differ by 29 % (Tabled), the spatial pattern of precipitation
of 36 spectral channels of MODIS instruments (with . . )
the central wavelengths from 0.66 to 13.94 um) arefatein ERA-40 is close to that in GPCP data. For the GPCP-

used in the MODIS-ST cloud mask algorithm to dis- 22 93180 Pogamo = 1.5mm MO ATy 4y = 0-1.
criminate cloud pixels from clear sky. ' We arbitrarily dIYIqed these da_ta into training and compar-
ison sets. The training set consists of ISCCP data for cloud

— ERA-40 reanalysis dat&{mmons and Gibsqi2000. fraction, CERES data for cloud water path, GPCP data for to-
This data set is affected by imperfections of the fore- tal precipitation, and ERA-40 data for fraction of large-scale
cast model. This is especially true for cloud-related precipitation in a total one. All other data were used only for
variables belonging to the so-called class “C”. How- comparison.
ever, because our simulations will be forced by the For the above-mentioned data, multi-year monthly means
ERA-40 data, it is instructive to compare simulation were constructed for 2001-2006. This period formally differs
output with that reanalysis data. from that for the forcing data. However, this is not a crucial

. . . . point for our calibration because the scope of this paper is to
Basically, satellite retrievals reliably detect total cloud frac- determine climatological means

tion. However, because of the “satellite view” of cloud layers
(upper cloud layers may mask lower ones) mid- and lower-
level cloud fractions detection is not straightforward. This is

OCwiot,g,amn0

www.geosci-model-dev.net/6/1745/2013/ Geosci. Model Dev., 6, 12455 2013



1754 A. V. Eliseev et al.: Scheme for cloudiness and precipitation for EMICs

a) initial b) calibrated
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Fig. 3. Similar to Fig.2 but for January.
4 Results of calibration extensive comparison of different empirical data sets leads to

_ _ _ the value 066 + 0.02 (Chernokulsky and Mokhgv2010.
Basically, the scheme with calibrated parameters agrees befhe simulated value for the scheme with the calibrated pa-

ter with observations relative to its counterpart with the ini- rameters set is very close to that for the version with the ini-
tial parameter set. This is evident even at the global scalesjal set of parameters.

with most marked improvement for cloud water paift When averaged over the Northern Hemisphere, total cloud
(Table 4). Slight deterioration is visible for the fraction of fractions for each calendar month stay within the uncertainty
convective precipitation in total precipitation. range calculated from different empirical data sets (E&).

This is true even if reanalysis data are discarded and compar-
ison is limited only to satellite data. The agreement is worse

. . for the Southern Hemisphere, where total cloud fractions are
AF the globgl scale, cloud fractions simulated by_ the_ SChemeunderestimated throughout the year. For both hemispheres,
with the calibrated parameter set equal 0.59, which is slightly

. our scheme correctly simulates minimum (maximum) cloud
below the observational range 0.60-0.67 (Tad)ig more Y ( )

4.1 Cloud fractions
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a) initial b) calibrated
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Fig. 4. Similar to Fig.2 but for July.

fraction during the cold (warm) part of the year. However, theand MODIS, and even from 0.3 to 0.7 from CERES). This
amplitude of the annual cycle for modelleg; is greater than  bias is slightly diminished upon calibration. This is accom-
the satellite-derived one, especially in the Southern Hemi-panied by reduced total cloud fraction over mid-latitudinal
sphere. oceans, which worsens the agreement with observations. In
The scheme broadly reproduces the geographical patterthe subtropics, the simulated total cloud fractions range from
of cloud fractions. Similar to observations, annual mean total0.1 to 0.5, which is too small in comparison to observations.
cloud fraction,ciot, attains maxima in northern and south- Note that too-deep subtropical minima &f; become shal-
ern mid-latitudes, wherey; is typically between 0.7 and 0.9 lower upon calibration. The fraction of convective clouds
(Fig. 2a and b). This is in general agreement with empiri- over the Indo-Pacific warm pool and over the Amazon Basin
cally derived values over oceans (Fp—f). However, over  in our scheme (0.7 and larger) generally agrees with obser-
land our scheme with the initial parameter set overestimatesations.
total cloud fraction in this latitudes, since satellite-based data Basic conclusions made for the performance of the scheme
show smaller cloud fractions (from 0.5 to 0.7 from ISCCP for annual mean total cloud fractions may be translategto
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Fig. 5. Annual mean low-level cloud fractiof) = cg| + cco (@ andb), mid-level cloud fractiorem = csm (¢ andd), and upper-level cloud
fractioncn = cgpy (€ andf) for the model versions with initials( c ande) and calibratedlf, d andf) parameter sets. The units are fractions.

fields for individual months (Figs3 and4). For all months,  cloud layers between the proposed scheme on the one hand
the scheme realistically reproduces total cloud fractions oveand common satellite cloud products on the other. In our
mid-latitudinal oceans, but overestimateg over land atthe  scheme, clouds belong to a particular layer depending on the
same latitudes. That overestimate is more marked in winteheight of cloud bases (see SezR). As a result, convective
than in summer, which is consistent with the overestimatedclouds always belong to the lower layer in our scheme. This
amplitude of the annual cycle of,t. Subtropical minima are is in contrast with satellite retrievals, which classify clouds
too deep throughout the year. However, the scheme correctlpased on their tops. There, convective clouds may be clas-
places abundant convective clouds near the Equator in thsified to either low-, mid-, or upper-level clouds depending
winter hemisphere. on the vertical extent of convective cloud ensemble. Another

Comparison of the simulated cloud fractions in different reason leading to difficulties in comparison of cloud frac-
layers with observations is not straightforward. The first rea-tions in individual layers is the above-mentioned “satellite
son for that is due to differences in the classification of
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In particular, our annual mean low-level cloud fraction
¢l = cg)+ cco May be compared to their Fig. 10a. Our scheme
with the initial parameter set simulatgsetween 0.6 and 0.7
over the mid-latitudes and in the areas of tropical convection,
and from 0.1 to 0.5 in the subtropics (Fig). The largest,
(above 0.7) is simulated over the Antarctic. Upon calibra-
120f tion, ¢ in the northern and southern mid-latitudes is from
110f 0.4 to 0.6, and over the Antarctic it is increased to values
100t of 0.8 and larger. (Fighb). In the middle latitudes, the cali-

ool bration improves the agreement with the retrievaldgce

et al. (2009. In the subtropics¢ is somewhat increased,
so/\ which again improves the agreement. Maximaaéver the
70

a) NH

Indo-Pacific warm pool and over Amazonia become broader,
which deteriorates our simulations.

One limitation of the present scheme is the lack of stra-
tocumulus (Sc) decks over the eastern parts of the oceans.
Annual mean stratocumulus cloud fraction in these regions
b) SH fractions may be as large as 0M/dod, 2012, and yields

about 80-90% of all low-level cloud fraction here. Our
scheme produces low-level cloud fractions in these regions
180¢ smaller than 0.2, which underestimate markedly the observed
one. It is likely that this underestimate is due to neglect-
ing the impact of atmospheric inversions on cloud forma-
tion. Such inversions suppress moisture fluxes from the plan-
etary boundary layer to the free troposphere. In turn, un-
der these conditions, vertical profile of specific (and relative)
humidity may deviate strongly from the respective monthly
averaged profile. An implementation of this impact may be
'_\/ one future improvement for our scheme. Note, however, that
60._\/ ERA-40 data underestimate the satellite-derived cloud frac-
tion in these regions as well. This is an example of a problem
A9 n Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec that most contemporary cloudiness schemes in global climate
models (GCMSs) have in representing stratocumulus decks. In
Fig. 6. Cloud water path (¢H,0) m~2) averaged over the Northern  particular,Lauer and Hamiltor{2013 reported that the lat-
and Southern Hemisphera gndb respectively) for the model with  est generation of these models, the CMIP5 (Coupled models
initial and calibrated parameter sets (grey and black lines respecintercomparison Project, phase 5) GCMs, underestimate the
tively) as well as for the CERES data set (green). amount of subtropical stratocumulus decks by 30-50 %.

Mid-level cloud fractiongm = csm may be compared with
_— ) ) Fig. 11 fromMace et al(2009. In the version with the ini-
view” of cloud layers in common cloud satellite products (Seetial parameter set, mid-level cloud fractions range from 0.3

Sect.3.9). ) ; ith th to 0.5 in mid-latitudes and the convective regions in the trop-
However, some comparison may be performed with the ré5.¢ ig 5¢). In other tropical and subtropical regioms, is

sults reported blace et al(2009, who used the same clas- below 0.2 everywhere. Upon calibration, everywhere in the

sification scheme as we do for the merged lidar and radar Obt'ropics and subtropicsm < 0.1, and in higher latitudesm

servatioins from CALIPSO and CloudSat _satelllites. For thisiS between 0.1 and 0.2 (Fi§d). This drastically improves
comparison, however, we have to keep in mind tkiaice

agreement with the hydrometeor fractions with bases from 3
et al. (2009 reported only one year of measurements (from e\ reported in Fig. 11 dflace et al(2009.

July 2006 to June 2007), which is quite different from the The modelled upper-level cloud fractionsn = csn

Iong—r:erm ((:jllm’atology which we.atte(;npt fo swr:]ulate r:ere. markedly increase during calibration. In the version with the
For the reader's convenience, Figs redrawn in the Supple- isia| narameter set, annual mean is below 0.2 every-

m.ent of the pfesent paper (Fig. S1) in a fashion Compatiblewhere over the globe (Fige). Upon calibrationgh, increases
with relevant figures fronMace et al(2009. Inturn, thelat- 1, o 5_0 4 in the middle and high latitudes of the North-
ter flg_ur_es are rgproduced in Fig. S2 of the Supplement Wlthern and Southern Hemisphere as well as over convective re-
permission of Wiley and Sons Inc. gions in the tropics (Fighf). As compared to Fig. 12a from
Mace et al.(2009, our calibration substantially improves
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Fig. 7. Annual mean modelled total cloud water pathHgO) m_2) for initial and calibrated parameter setssgndb, respectively) in
comparison to the CERES climatolog).
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Fig. 8. Similar to Fig.7 but for January.
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Fig. 9. Similar to Fig.7 but for July.

the scheme’s performance. In particular, extratropical uppertoo small over the storm-track-affected regions. Over oceans,
level cloud fractions become broadly realistic, while there isit is a strong underestimate (Figc). In the tropics, calibra-
an underestimation afj, in the areas of tropical convection tion increases annual meéif; by 20-50 %. As a result, the

by a factor of 2. calibrated values of¥i in the tropics agree slightly better
with the CERES data than the initial ones. In additi®fjet
4.2 Cloud water path is too small in comparison to the CERES data. However, in

these regions the CERES data suffer from large uncertainty
Cloud water path (per model grid celyiot is markedly in-  (Minnis et al, 2017).
creased during calibration. In the initial version, globally and  |n winter, the cloud water path is severely underestimated,
annually averagedVi is equal to 66 H20) m~2, which  especially over land (Fig8 and9). While one has to bear in
is about one-half the respective value derived from CERESmind that there is large uncertainty in the CERES retrievals
125 gH>0) m~2 (Table4). After calibration, modelle®Viot  in the high latitudes, an underestimate is clear in the middle
increases to 82(1,0) m~2, which is again too small in [atitudes. In summer, the mid-latitudinal cloud water path is
comparison to observations, but the agreement is bettesomewhat small in comparison to the CERES data, but is rea-
However, we note tha¥iot in the CERES data is uncertain by sonable as a whole. In contrast, in the tropi#'g is some-
a factor of 2. Further, the state-of-the-art general circulationwhat too high, but the latter bias is markedly smaller than
models exhibit quite diverse simulation of this variable asthat in the middle latitudes in winter.
well. In particular, the present-day globally averaged ensem- The largest contribution td¥;; comes from low-level
ble meanWiot for CMIP5 GCMs is 87 ¢H20) m~—2 (which  sgratiform clouds during all seasons, and from mid-level
is close to our value), and the respective intermodel range istratiform clouds during the warm part of the year (not

37-167 gH20) m~2 (Lauer and Hamilton2013. shown). In the tropics, the contribution from convective
The modelled cloud water path averaged over the Northerr|ouds is also valuable.
and Southern Hemisphere show maxima in summer @ig. In the tropics, the underestimation B is likely at least

Calibration slightly decrease®iot in the extratropics partly related to the above-mentioned lack of stratocumulus
throughout the year and markedly increases it in the tropicsgdecks in the model. In the storm tracks, the respective under-
Annual mean cloud water path in both versions of the schemestimate is likely due to combination of the processes which

is from 20 to 80 gH,0) m~2 (Fig. 7a). Over land it broadly  are neglected in our scheme. First, geometric thickness of
agrees with the CERES data, while the cloud water path is
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stratiform clouds is likely too small in our model. In particu-
lar, the typical thickness of low-level stratiform cloukig in
middle latitudes is from 150 to 300 m. The latter is markedly
smaller than (very limited) observational data summarised by 13
Mazin and Khrgian(1989 p. 188), for whichig > 300 m.
We note that low-level stratiform clouds are major contribu-
tors to Wyet in the middle latitudes. This is similar for upper-

a) NH

12

11

level stratiform clouds: in our calculation’ss, in middle lat- Tg 10 ol
itudes is slightly larger than 100 m, while according to ob- 5 o —GPCP
servations these clouds could be as thick as 1Miaw{n and a® TERAT
Khrgian 1989 p. 189). Thus, the scheme might be improved 8

by revising Eq. §). Additional source of error iWi is due 7

to underestimated cloud fraction in the storm tracks (recall

that ourWiet is per grid cell rather than per cloudy part of the Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

cell). Finally, the current version of the scheme completely

lacks cloud—aerosol interaction, which increases clouds’ life- b) SH
times and therefore enhances their water confémbtney;

1974 Albrecht 1989 Hobbs 1993 Lohmann and Feichter

2005.

General underestimation of cloud water path in the trop- "
ics is common for the contemporary global climate models 1
as well, e.g. for the CMIP5 GCMsliang et al.2012 Lauer 10

and Hamilton 2013. In the storm tracks, the same models
display a diverse behaviour, with some models underestimat
ing Wiot, and others overestimating it. As a result, biases in
our simulations are within the characteristic range of contem- 7
porary climate models.
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Annual global precipitation changes insignificantly during Fig. 10. Total precipitation (cmmo?) averaged over the Northern

calibration. In the version with the initial parameter set it and Southern Hemisphera &ndb respectively) for the model with

is equal to 101 cmyr!, and in the calibrated version it is standard and calibrated parameter sets (grey and black lines respec-

100cmyrl. Both values are within the range set by the tively) as well as for the GPCP and ERA-40 data sets (magenta and

GPCP data (88 cm y#) and by the ERA-40 (113cmyf)  Plue curves respectively).

(Table4). The fraction of large-scale precipitation in the ini-

tial version is 0.48, which is an underestimate relative to the . s
dry subtropics, precipitation does not change markedly dur-

ERA-40 data (0.53). It becomes even smaller (0.45) after cal- oo ) :
ibration (Tabled). ing calibration, being below 60 cmyt. In most regions, the

For monthly precipitation averaged over the Northern andcalibrated annual precipitation values agree better with the
y precip 9 GPCP and ERA-40 climatologies than the initial ones.

Southern Hemisphere, both initial and calibrated versions X .
reasonably agree with empirical climatologies (Rig). The One observes the marked decrease in the calibrated values
yag P 9 ) elative to initial ones in the middle latitudes of the winter

calibration enhances precipitation in the storm tracks, an : : o
suppresses it elsewhere. In the calibrated version, monthéi??\?ﬁf&é@ﬁ?‘éﬁ ,r:s;n?sl:é?ﬁ?rzi.slge\gjaf? gér:y’z_psricrﬁg%
precipitation in the Northern (Southern) Hemisphere change?n the initial version to 1-3 cm md-. The latter much better

from 7ecmmo! (6cmmol) in winter to 11cmmo? . . . )
agrees with the empirical data in comparison to the former

1 .
(14cmma .) In summer. s . one (Fig.12c and d). Over northern mid-latitudinal oceans,
Upon calibration, annual precipitation slightly decreases_ . R
winter precipitation decreases by a factor of 2 or 3 dur-

in the middle latitudes and in the monsoon-affected regionin calibration. In the calibrated version it ranges from 4 to
and markedly increases in the tropics (Fida and b). In 9 ' 9

. . S 16 cm mo ! over northern mid-latitudinal oceans in January,
the calibrated version, precipitatiaPy; ranges from 90 to . o
1 . . T and from 6 to 20 cm mo* over southern mid-latitudinal
180cmyr- in the middle latitudes. This is a decrease by

about one-fourth from the initial version. In turn, in the oceans in July. Both ranges are in agreement with empirical

moist tropics, the calibrated precipitation ranges from 180 todata (Figs12c, d andl3c, d).
300 cm yrt, which is a respective increase by a factor 1.5. In
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Fig. 11. Annual modelled total precipitation (cmy#) for initial and calibrated parameter setsandb, respectively) in comparison to the
GPCP and ERA-40 climatologies &ndd).
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Fig. 12. Similar to Fig.11 but for January total precipitation (cm mé).
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b) calibrated
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Fig. 13.Similar to Fig.12 but for July.

It should be noted that the above-mentioned severe undeannual mean, January, and July spatial distributions for these
estimate of the fraction of stratocumulus decks in the sub-variables. Bayesian averaging was used to calculate the opti-
tropics should not severely affect simulation of precipita- mal parameters set.
tion because these clouds are non-precipitating diesze After calibration, the scheme realistically reproduces the
1994. However, because our precipitation is somewhat toomain characteristics of cloudiness and precipitation. The
high in middle latitudes, and the cloud water path is too smallsimulated globally and annually averaged total cloud frac-
there, it is likely that the calibrated lifetimes for stratiform tion is 0.59, and the simulated globally averaged annual pre-
clouds are too small, probably by a factor of 2. cipitation is 100 cm yr'. Both values agree with empirically

derived values.

The scheme agrees with observations for total cloud frac-

5 Conclusions tions over mid-latitudinal oceans, but overestimatgsover

land at the same latitudes. The latter overestimate is more
This paper presents a scheme for calculation of the charagnarked in winter than in summer. Subtropical minima are
teristics of multi-layer cloudiness and associated precipitatoo deep throughout the year. The scheme correctly places
tion designed for climate models of intermediate complexity abundant convective clouds near the Equator in the winter
(EMICs). In contrast to the schemes previously used in suchemisphere, while it underestimates upper-level cloud frac-
models, the scheme considers three-layer stratiform cloudition in the regions with strong convection.

ness and single-column convective clouds. It distinguishes Cloud water path is severely underestimated by the
between ice and droplet clouds as well. All main cloudinessscheme. In particular, major storm tracks contain too lit-
characteristics (cloud fraction, cloud water path) are calcutle water. Cloud water path of tropical convective clouds is
lated interactively. Precipitation is calculated by using cloudreproduced reasonably. However, we note that satellite re-
lifetime, which depends on cloud type and phase as well asrievals for this variable are very uncertain, and the state-of-
on statistics of synoptic and convective disturbances. the-art general circulation models exhibit quite a diverse sim-
A novel approach for tuning this scheme was used. Thisylation of Wt
approach was based on sampling of major governing param- Calibration improves the simulation of total precipitation
eters of the scheme. The corresponding cost function wags well as the simulation of fraction of large-scale precipita-

constructed based on total cloud fraction, cloud water pathtion in total precipitation. However, important regional biases
and precipitation, taking into account global mean values and
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still remain in the scheme, e.g. too little precipitation in the References
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