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Abstract 
In climate policy, substitutions metrics are used to determine exchange ratios for different 
greenhouse gases as part of a multi-gas strategy. The suitability of the metric depends on the policy 
goals and considerations regarding its practical use. Here, we present a multi-model comparison 
study to look at the impact of different metrics on the mitigation strategies and global climate policy 
costs. The study looks into different Global Warming Potentials (GWP) and the Global Temperature 
change Potential (GTP). The study shows that for all the models, varying between GWPs - from 
different IPCC reports, with different integration periods: 20 or 100 years - has a relatively small 
influence on policy costs (< 2.2% spread across scenarios with a 2.8 W/m2 target) and climate 
outcomes. Metrics with a constant low substitution value for methane (effectively reducing its 
abatement), in contrast, lead to higher-cost mitigation pathways (with an average cost increase of 
32.8% in a 2.8 W/m2 scenario). If implemented efficiently, a time-varying GTP leads to a limited cost 
reduction compared to GWP. However, under imperfect foresight in combination with inertia of CH4 
abatement options, or if implemented sub-optimally,  time-varying GTP can result in higher costs 
than a 100-year GWP.  At the same time, given a long-term radiative forcing target, a  time-varying 
GTP results in slightly higher maximum global temperature change rates.  
 

1. Introduction 
 
In addition to CO2, several other greenhouse gases (GHGs) contribute to climate change. To express 
the contribution of each of these gases in a common indicator, several emission and climate 
equivalent metrics have been developed. Such metrics are necessary in tracking total emission 
trends and to compare the contribution of different countries or sectors to climate change. Yet, 
arguably the main application of metrics is to allow for substitution of gases in multi-gas emission 
trading schemes (O’Neill, 2003). It has been shown repeatedly that multi-gas mitigation strategies, 
which allow substitution across different gases based on marginal costs, are able to achieve targets 
at lower costs than a CO2 only approach (van Vuuren et al., 2006b; Weyant et al., 2006). 
 
However, developing a common metric for different climate forcers is far from straightforward, 
because of the large differences in physical properties of GHGs, such as atmospheric lifetime and 
radiative potency (Myhre et al., 2013). This is further complicated by the fact that a metric implicitly 
or explicitly includes value judgments  concerning the overall goal of specific climate policy (Deuber 
et al., 2013; IPCC, 2009). Different climate policy goals may be pursued, such as limiting long-term or 
short-term temperature change.  
 



In 2011, the UNFCCC requested further research on the impact of the choice of global warming 
potentials (GWPs) on climate policy strategies (UNFCCC, 2011). In response, several single-model 
studies were carried out to analyse different metrics (See Section 2). These studies generated some 
robust results, but also led to varying conclusions. Notably, they do not always agree on the relation 
between metrics and policy costs in mitigation scenarios. As a result, different most cost-effective 
metrics have been proposed. Related to this, some studies show large cost differences between 
metrics, while others indicate a small spread. The problem with these study results is that it is not 
directly possible to trace differences in outcomes to underlying model assumptions, to input data or 
to the setup of the experiment. These are all factors that are relevant in a policy context.  
 
With this study, we assessed the use of common metrics in a multi-model comparison study with 
Integrated Assessment Models (IAMs) to provide insights into key uncertainties and the difference in 
outcomes of earlier studies and to identify robust results across all IAMs. This analysis was part of 
the EU FP7 AMPERE project (Kriegler et al., 2014), using the following four IAMs: IMAGE, 
MERGE_ETL, MESSAGE and REMIND. IAMs are particularly suitable to use for such an inter-
disciplinary analysis, because they simulate the interplay of atmospheric-chemical and socio-
economic mechanisms.  
 
Our study specifically focussed on assessing the influence of different metrics on mitigation 
strategies and costs, and how differences in results can be explained by different modelling 
approaches. For specific metrics, models were compared on GHG emission pathways, policy costs 
and global mean temperature profiles in achieving the same climate target in 2100, while using the 
same scenario setup. This study shows the impact of using other metrics than the 100 year GWPs 
from the IPCC assessment reports for climate policy and related fields (see section 2).  
 

2. Earlier assessments of the influence of different metrics 
 
2.1 Different types of climate metrics 
 
A large number of metrics to convert GHGs to a common unit have been proposed, based on very 
different principles. One class of metrics are based exclusively on physical parameters. The best 
known examples are the global warming potential (GWP) and the global temperature change 
potential (GTP). The GWP is based on the GHG induced integrated total radiative forcing (RF) over a 
certain timespan. The GTP, one of the most suggested possible alternatives to the GWP, is aimed at 
optimally reducing temperature change in a specific target year (Shine et al., 2007; Shine et al., 
2005). Other metrics focus more on climate change related damages, such as the global damage 
potential (Kandlikar, 1995; Tol, 1999) or the global cost potential that accounts for the contribution 
of each gas to overall mitigation costs (Johansson, 2011; Manne and Richels, 2001). Already in 1990, 
the IPCC stressed that there is no unambiguous methodology for combining all factors in one metric 
(IPCC, 1990). The clear advantage of physical metrics is that they can be derived in a relatively 
transparent way. This has the additional advantage that socio-economic uncertainties can be treated 
separately (Deuber et al., 2013; O’Neill, 2000). Therefore, for actual ‘real world’ purposes so-far only 
physical metrics have been discussed. Here, we also focus on a selected set of physical metrics. 
Economic considerations, such as social discounting and GHG emission mitigation costs, are included 
in the IAMs that are involved in this study and the combined effect is analysed.  
 
The 100 year GWP from the Second Assessment Report (SAR) is without question the most widely 
used metric in climate policy. It is used in most climate policies to-date, including for the first 
commitment period under the Kyoto Protocol as well as in different assessment reports (e.g. the 
Fourth Assessment Report (AR4)). More recently, it was replaced by the values of 100 year GWPs of 



AR4. At the same time, GWPs have also been extensively criticised by natural scientists and 
economists (Fuglestvedt et al., 2003; Manne and Richels, 2001; O’Neill, 2000; Shine, 2009). Main 
points of critique have been the arbitrary timespan used as a basis for the metric (20, 100 or 500 
years), the lack of rooting in economic theory, and the metrics’ inability to reflect damages caused 
by (the temperature increase due to) climate change. 
 
The time varying global temperature potential (GTP(t)) has been proposed as a suitable candidate 
for cost-optimal climate policy (Shine et al., 2007). It differs with the GWP in two ways: 1) It 
compares gases on the basis of the induced temperature change instead of radiative forcing, 2) It 
focuses on a certain target year (a so-called “snapshot” approach). The GTP(t) does not have a single 
numerical value for a specific GHG but its value varies over time. A short-lived GHG such as methane 
thus has a low value (normalized by CO2) early on, but a very high one when the target year is 
approached (here: 2100). Depending on the overall goal of climate policy, the GTP(t) can be more 
cost-efficient as it provides the largest incentives to reduce emissions when it really matters most.  
 
2.2 Effects on policy costs and strategies 
 
Climate metrics are used both to facilitate comparison of past and future emission trends of 
individual gases as well as to facilitate substitution as part of actual climate policy. In this paper we 
concentrate on the latter use, as only this influences actual emission reduction strategies. The choice 
of the metric can influence the overall costs, the emission reduction strategies of individual gases as 
well as the overall timing of emissions, and thus temperature.  
 
The current literature gives some common conclusions, but also some clearly different messages. In 
most studies the cost differences as a result of the choice of different metrics are found to be 
relatively small, when considering the same prescribed climate target (Ekholm et al., 2013; Reisinger 
et al., 2013; Strefler et al., 2014; van den Berg et al., 2015). However, if relatively long time horizons 
are assumed, such as with the 500 year GWP or the 100 year GTP, policy costs are likely to increase 
considerably (in the order of 5% to 20%) (Ekholm et al., 2013; Reisinger et al., 2013; van den Berg et 
al., 2015). The reason is that with long timescales, methane reduction becomes unattractive because 
of a low metric value, and other gases have to be abated more at a higher cost. The use of time-
dependent, GTP(t) metric, leads to different results: while some studies have reported a cost 
reduction (Johansson et al., 2006; Reisinger et al., 2013), others have reported equal costs (Strefler 
et al., 2014) or even higher costs (van den Berg et al., 2015). This study aims to understand the 
underlying reasons for this diversity in cost estimates resulting from GTP (t) and to conclude the 
ongoing debate about this topic. 
 
Although global differences in policy costs can be small, the choice of a metric has large implications 
for the timing and amount of methane emissions (Reisinger et al., 2013; Smith et al., 2013; Strefler 
et al., 2014; van den Berg et al., 2015; Van Vuuren et al., 2006a). Next to emission reduction profiles, 
another strategic consideration for the choice of a metric is the induced temperature profile. 
Temperatures could potentially overshoot unacceptably high before a target year or change too 
rapidly (Ekholm et al., 2013). By comparing several metrics, used to reach the same two degree 
climate target, Strefler et al. (2014) found very small differences in maximum transient temperatures 
(<= 0.05oC), with the slightly lower temperatures generally corresponding with slightly higher policy 
costs. 
 
The insights discussed above mostly result from single model studies that often use somewhat 
different assumptions. By comparing multiple models following exactly the same approach it is 
possible to thoroughly check these results and to consolidate the understanding of the impact of 
metric choice on transformation pathways. A model intercomparison approach, as the one adopted 



in this paper, can be a powerful tool in deriving robust conclusions required for informing decision 
makers. 
 
 

3. Research methods 
 
For this study, results have been used from several IAMs that were involved in the EU FP7 AMPERE 
project: IMAGE, MERGE_ETL, MESSAGE and REMIND (see Table 1)(Kriegler et al., 2014). These 
represent a range of different models. One distinction between models is how they describe 
relevant economic processes. These can be based on the concept of economic equilibrium, when 
aiming for a minimum overall cost from a centralized perspective, taking into account price-elasticity 
in supply and demand. Some of these models focus on specific sectors (partial equilibrium), while 
others focus on overall macro-economic impacts (general equilibrium). Another important 
distinction is the focus on optimisation versus simulation. The optimization models MERGE_ETL, 
MESSAGE and REMIND include foresight of future supply and demand to reach an optimal least cost 
solution. The simulation model included in this study (IMAGE) has no foresight, but is still able to 
derive least-cost climate policies in a recursive dynamical way by means of the sub-model FAIR-
SiMCaP (Den Elzen et al., 2007). The Supplementary Material provides additional information about 
the climate modules used by the models and shows these perform well in emulating climate 
mechanisms. 
  
Table 1: Integrated Assessment Models used in this study 
Model Model category Solution dynamics Policy costs  

IMAGE  Partial equilibrium Recursive dynamic Area under MAC curve 
 

 

MERGE_ETL General equilibrium Intertemporal 
optimization 

GDP loss  

MESSAGE General equilibrium Intertemporal 
optimization 

Consumption loss  

REMIND General equilibrium Intertemporal 
optimization 

Consumption loss  

 

All models have been used to generate cost-optimal trajectories towards the same global radiative 
forcing (RF) targets for the year 2100. The models aimed to meet two RF targets: 2.8 and 3.7 W/m2 
increase compared to pre-industrial levels. The former is a stringent climate goal associated with a 2 
degree temperature rise, while the second leads to an approximate 2.5 degree increase, which 
allows for more flexibility in emission reduction strategies1. In combination with each target, 12 
scenarios were prescribed, which differed in the use of a climate metric and the overall climate 
target (see Table 2). The employed metrics are: the 100 year GWP based on the SAR, the 100 and 20 
year GWPs based on AR4, the 100 year GTP and the time-varying GTP. In addition, MERGE_ETL made 
use of an additional time-varying metric, MERGE_RF (t). This metric aims for a least-cost solution to 
reach the RF target, based on the Global Cost Potential (GCP) approach by Manne and Richels (2001) 
(see Table 2). The behaviour of this metric is very comparable to GTP(t). Models were allowed to 
simulate an overshoot in RF (and temperature) in the years before 2100. Furthermore, scenarios 
were based on the assumption of full globally integrated carbon markets, implying equal marginal 
CO2 and non-CO2 GHG abatement costs across all regions. Full technology availability was assumed. 
The model projections were compared in terms of climate policy costs; CO2, CH4 and N2O emission 

                                                             
1 For the radiative forcing target the so-called “AN3A” metric was used to generate results comparable to the widely used 
Representative Concentration Pathways (RCPs) (Van Vuuren et al., 2011). This metric includes all anthropogenic forcing 
agents except direct forcing from land albedo changes, mineral dust and nitrate aerosols. This means that the total 
radiative forcing target is +/- 0.2 W/m2 higher. 



profiles; carbon price profiles; global temperature change in 2100 (compared to the pre-industrial 
level); and maximum global temperature change before 2100. 
 

 
Table 2: Climate metric scenarios  
Climate metric  Target  CH4 (CO2 = 1) N2O (CO2=1) Information 

GWP 100 (SAR) 

2.8 W/m2 or 3.7 
W/m2 

21 310 
GWP metric used in 1st 
commitment period of the 
Kyoto Protocol 

GWP 100 (AR4) 
25 298 

GWP metric used in 2nd 
commitment period of the 
Kyoto Protocol 

GWP 20 (AR4) 
 

72 289 
 

GTP 100 
0.4 265 

Numerical values based on 
(Shine et al., 2005) * 

GTP (t) 0.8 (2010) - 102 
(2100) 

280 (2010) - 216 
(2100) 

Numerical values based on 
(Shine et al., 2005) * 

MERGE_RF (t) RF target 
dependent 

RF target dependent Approach based on 
(Manne and Richels, 
2001)** 

* In this study, the simple approach from Shine et al. 2005 to calculate GTP100 and GTP(t) was used. Note that the 
resulting values for methane are markedly lower (by up to a factor of 10 for GTP100) than the values for GTP presented in 
the recent IPCC assessment (Myhre et al 2013). The implications of this approach to calculating GTP are discussed where 
relevant in the main text; the specific metric values generally do not alter the main conclusions of this study, but they have 
been shown to influence calculated mitigation costs for some models in specific circumstances. 
** The Global Cost Potential (GCP)  proposed by Manne and Richels, used as a basis for the “MERGE_RF” metric, also 
included economic considerations (as represented in the MERGE model) and was originally used in combination with a 
temperature change target. Substitution in MERGE_ETL is derived from radiative forcing expressions from the IPCC Third 
Assessment Report (IPCC, 2001)(Table 6.2). 

 

4. Results 
 
4.1 Emission profiles 
 
We first look at the impacts of the different metrics on emissions (Figure 1). In the discussion of 
results, we focus on the 3.7 W/m2 scenarios. The results for the 2.8 W/m2 are very similar, and are 
therefore only briefly summarised while detailed results are found in the Supplementary Material. 
For all models, the use of different metrics results in clear differences in reduction strategies for 
methane. Typically, higher methane emission reductions correspond with higher metrics values for 
methane, as this increases the relative value of the gas in reduction strategies. In the case of 
MERGE_ETL and REMIND differences between scenarios at the end of the century are only small. 
The reason is that unlike in the other models, maximum reductions are effectively reached in all 
scenarios (except GTP-100). The marginal abatement cost (MAC) curves, used in the model to 
calculate emission reductions at various price levels, limit the maximum reduction potential (see 
Supplementary Material for analysis of the methane MAC curves). At a certain high amount of 
emission reductions, higher prices hardly influence reduction rates. For REMIND, this can be seen in 
Figure 1 where all scenarios (except GTP-100) show almost equal methane emissions in 2060 (close 
to 243 Mt) until 2100 (close to 210 Mt). This increase in reduction potential over time can be 
attributed to technological learning and is based on Lucas et al., 2007 (Lucas et al., 2007). 
In the GTP-100 scenario, models consistently show relatively high methane emissions compared to 
other metrics. This is a result of the low metric value. The difference of GTP-100 to GWP-100 
methane emissions is somewhat greater in REMIND and IMAGE than in the other models. This can 



be attributed to the higher methane abatement potential considered in these two models. With 
GTP(t), methane emission reduction also starts late because of flexible valuation, yet it generally 
leads to the lowest emissions in the long run compared to other scenarios. Here, IMAGE forms an 
exception. In the model, GTP(t) does not lead to minimum methane emissions before the climate 
target is reached, despite high metric values later in the century. This is caused by the assumed 
limitation of year-to-year changes in methane emission reduction levels, as described by Van den 
Berg et al. (2015). Annual changes in methane reduction rates are assumed to be limited to 2.5% to 
5% of the baseline emissions, depending on the source. This inertia effect implies that in extreme 
delay scenarios, it is not possible to achieve similar reduction rates by the end of the century. 
Therefore, reduction measures have to be taken early enough to fully exploit the potential in later 
years. This assumption is also relevant because IMAGE is a simulation model, and does not have 
perfect foresight in its annual investment decisions (that are thus purely guided by the current value 
of the metric and gas-specific reduction curves). 
In general, CO2 emission profiles are relatively similar for the different metrics in the different 
models. Scenario differences in CO2 emissions are mainly the result of compensating for higher or 
lower methane emissions. Only the MERGE_RF metric leads to high CO2 and methane emissions 
early in the century. With this metric, MERGE strongly favours late century mitigation of GHG 
emissions, including a much larger deployment of bioenergy in combination with carbon capture and 
storage (BECCS) to ensure negative carbon emissions.  
The choice of a metric has a very small effect on the N2O emission profile (shown in the 
Supplementary Material). Differences between scenarios are never larger than 5 % (except GTP-100 
at 2.8 W/m2 in IMAGE due to a very high carbon price) and are smaller than 0.5% for most years and 
all models.    



Figure 1: Scenario results: Emissions  
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4.2 Policy costs 
 
Figure 2 shows the carbon price and policy cost profiles in all models for the 3.7 W/m2 scenarios. The 
different methods used in the models to calculate policy costs imply that absolute values cannot be 
compared among them. Therefore, we concentrate on analysis of the relative differences in costs 
across scenarios. In Table 3, this is shown for all scenarios (including those with a 2.8 W/m2 target), 
with the total integrated discounted policy costs in 2100 expressed in relative difference to SAR 
GWP-100 (discount rate = 5%).  
 
Overall, cost differences as a result of the use of different GWP metrics are small at the global scale. 
Particularly, substitution across different values for GWP-100 has hardly any impacts: The AR4 GWP 
seems to lead to a slightly more cost-efficient climate policy than the SAR GWP, considering the 
similar result for both forcing targets. Models disagree on the effect of changing the GWP time 
horizon from 100 to 20 years, but again, the overall effect on policy costs is relatively modest. Only 
IMAGE in the 3.7 W/m2 projects significantly lower costs for the GWP 20 (-5.7%), due to an early 
start in methane abatement leading to a higher reduction potential (in contrast to GTP (t), further 
explanation below). 
 
The only metric that consistently leads to higher policy costs is the 100 year GTP. All models agree 
that using this metric would lead to much more expensive climate policy. Because of very low 
valuation in the metric, mitigation of methane reduces considerably and as compensation, CO2 
emissions are reduced much more at a far higher carbon price (see Figure 2). This clearly shows the 
advantage of a multi-gas strategy. For IMAGE in the 2.8 W/m2 scenario, this effect almost leads to a 
doubling of policy costs. The reason is that in this extreme case, the target can only be met with a 
very early start of CO2 emission reduction at a much less discounted (and thus higher) carbon price. 
Note that the numerical value for methane in this metric is uncertain and very low in this study. If a 
higher value is used, e.g. 4 in Myhre et al. (2013), the policy costs are expected to be lower. 
 
The GTP(t) is closely related to the Global Cost Potential (Tol et al., 2012), and therefore can be 
expected to be close-to-optimal in terms of the costs to reach a prescribed climate target (Shine et 
al., 2007). This was confirmed by the earlier modelling study by Reisinger et al. (2013), which made 
use of MESSAGE, but not found by the other models participating in this study Figure 3 shows the 
methane abatement and policy cost profiles in all the models for the GTP(t) 2.8 W/m2 scenario. 
Using the GTP(t) metric leads to a shift of methane abatement closer to the target year, which could 
reduce the mitigation costs by avoiding too early reductions of methane. MESSAGE, and to a lesser 
degree MERGE_ETL do indeed show lower costs due to optimal timing of emission reductions (up to 
4.7% in the 2.8 W/m2 scenario). The main reason that MESSAGE shows the lowest costs for GTP(t) is 
the assumed increase in methane reduction potential at higher carbon prices towards the time 
horizon. This is shown in a detailed analysis of the methane marginal abatement cost (MAC) curve 
analysis in the Supplementary Material. This is in line with the earlier findings from Reisinger et al. 
(2013). 
However, there are several factors that might counteract the cost advantage of GTP(t). One reason is 
that the metric is aimed at a temperature target instead of a radiative forcing target, although that 
effect is small given the large correlation between these parameters. The different scenarios that 
focused on the same forcing target using different metrics lead to very similar temperature levels 
(see section temperature). 
Another factor is the lack of methane reduction potential (as explained in the MAC analysis in the 
Supplementary Material). REMIND shows costs that are almost equal to GWP 100 for GTP(t) (in the 
3.7 W/m2 scenario) up to slightly higher policy costs (in the 2.8 W/m2 scenario). The main reason is 



that mitigation is limited as maximum reductions are effectively reached, leading to similar CH4 and 
CO2 trajectories (see section emission profiles).The slightly higher cost for GTP(t) is caused by 
stronger CO2 mitigation to compensate for higher CH4 emissions at the beginning of the century.  It is 
important to note that the values used in the GTP metric to ensure optimal substitution depend on 
climate model assumptions such as the CO2 background concentration. Here, we used the numerical 
values of GTP(t) as provided in Van den Berg et al. (2015) based on the original study (Shine et al., 
2005). The results would have looked different if the climate modules native to the integrated 
assessment models had been used to derive the GTP(t) values. In fact, in a single model study in 
which climate metrics were compared with REMIND, GTP(t) did lead to slightly lower policy costs, 
due to optimal tuning to the model (Strefler et al., 2014).  
For IMAGE, GTP(t) clearly leads to higher costs, particularly in the 2.8 W/m2 scenario. This is a result 
of an assumed inertia effect in the upscaling of methane abatement measures, which prevents a fast 
increase in emission reductions (as explained in the emission profiles section). Without this effect 
GTP(t) is shown to lead to least cost trajectories in IMAGE (van den Berg et al., 2015). The rapid 
change in methane emission related policies might therefore be another reason why GTP(t) is less 
cost-efficient in practice. For the same reason, the 20 year GWP is the most cost-efficient metric in 
IMAGE. In that scenario, methane emission reductions are maximized because of an early start in 
implementing abatement measures. 
  



Figure 2: Scenario results: Carbon price and Policy costs (note: different scales on y-axis) 
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Table 3: Integrated discounted policy cost in 2100, for all models and all scenarios, relative to SAR-
100 (= 100%) 

RF target Metric /Scenario IMAGE MERGE_ETL MESSAGE REMIND Average 

3.7 W/m2 

GWP 100 (AR4) -1.4% 0.2% -0.8% 0.0% -0.5% 

GWP 20 (AR4) -5.7% 1.0% 0.8% 2.6% -0.3% 

GTP 100 39.2% 5.6% 11.8% 32.2% 22.2% 

GTP (t) 1.4% -0.6% -2.0% 0.2% -0.3% 

MERGE_RF (t)  -6.3%   -6.3% 

2.8 W/m2 

GWP 100 (AR4) -1.2% 0.3% -1.9% 0.1% -0.7% 

GWP 20 (AR4) -2.2% 2.0% 0.9% 1.4% 0.5% 

GTP 100 89.6% 7.3% 13.7% 20.6% 32.8% 

GTP (t) 5.3% -0.1% -4.7% 1.2% 0.4% 

MERGE_RF (t)  -1.3%   -1.3% 

 

Figure 3: Methane abatement and integrated discounted policy cost profiles for the GTP (t) 
scenario, relative to SAR-100 (= 1), for all models (RF target = 2.8 w/m2) 
 

 

The MERGE_RF metric, only used in the MERGE model, leads to considerably lower policy costs, 
especially in the 3.7 W/m2 scenario. This metric is, however, optimally tuned to the MERGE model 
and will not be optimal in another model. In addition, the potential limitations associated with 
GTP(t) will also apply to this metric.  
 
 
4.3 Temperature 
 
The effect of the choice of a certain metric on temperature change, compared to pre-industrial 
temperatures, is very small. However, GTP(t), GTP-100 and the MERGE_RF metric do lead to slightly 
higher than average maximum transient temperatures and temperature change rates. In Figure 4, 
this is shown with a policy cost / temperature change plot, based on the maximum temperature 
until the year 2100 (upper panel) and the maximum temperature change rate until 2100. The 
scenario results have been normalized by the values for SAR-100 and are given for all models and 
both forcing targets.  
 
When only considering the maximum temperature change (upper panel), the highest temperature 
change levels result from GTP-100 in the 2.8 W/m2 scenario in REMIND (6%) and from MERGE_RF in 
the 3.7 scenario (4.2%). This roughly corresponds to a 0.1oC higher maximum temperature than SAR-
100. In all models, except IMAGE, GTP(t) also leads to higher maximum temperatures. For GTP-100, 
GTP(t) and MERGE_RF, the slightly higher temperature is the result of late methane mitigation. Only 
in the case of MERGE_RF this is further aggravated by late mitigation of CO2 emissions. One 
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exception to this effect is the GTP-100 result from IMAGE, particularly in the 2.8 W/m2 scenario. 
There, due to very early CO2 mitigation, the maximum temperature change before 2100 is actually 
5% lower, but at a policy cost of 1.9 times that of SAR-100. For that reason, the metric falls outside 
the scale of the figure and using it for reducing temperature change can be considered highly 
unrealistic. All GWP metrics (blue circles in Figure 4), as well as the GTP(t) metric are within 1.5% or 
0.04oC of the SAR-100 result. Within that range, the slightly lower temperatures in the AR4-20 
scenarios are seen across the models. This can be explained because of an early methane mitigation 
resulting in early radiative forcing reduction and a decrease in temperature.  
 
A roughly similar result emerges when considering the maximum temperature rate until 2100 (lower 
panel). GTP(t), GTP-100 and MERGE_RF generally lead to higher temperature change rates due to a 
lack of methane mitigation in the first decades (up to 12% higher for MERGE_RF in the 3.7 W/m2). 
The maximum ∆T / year is approximately 0.03 oC/year, so the expected difference in temperature 
change rate with these metrics is small in absolute terms, not exceeding 0.0036 oC/year and 
generally leading to less than half that value. GWP-20 can potentially lead to a slightly lower 
maximum temperature change rate, due to higher short-term methane abatement.  
 
The small differences between metrics imply that the choice of a metric hardly needs to be 
motivated by the effect it has on the maximum temperature change. This also holds for temperature 
differences in the target year (see Supplementary Material). Related to this, it can be argued that a 
metric based on radiative forcing is quite suitable for policy involving temperature change targets, 
given the proportionality between radiative forcing and temperature levels in the target year.  
 
  



Figure 4: Policy cost / Temperature change plot. Shown for both forcing targets and all models. 
Normalized by SAR-100 (= 1), indicated by the red lines. GWP metrics are encircled by blue lines, GTP 
(t) by green lines and GTP-100 by orange lines. Upper panel: Integrated discounted policy cost / 
Maximum temperature change until the year 2100. Lower panel: Integrated discounted policy cost / 
Maximum temperature change rate until the year 2100 (note the different y-axis scale). 
The GTP-100 2.8 W/m2 scenario is not shown for IMAGE on this scale (with a policy cost of 1.9 times 
that of SAR_100, a 5% lower max T and a 5% higher max T rate) 
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Discussion and conclusion 
 
By using a multi-model analysis, this study aims to understand how different climate metrics 
influence climate change mitigation strategies and costs. The multi-model approach avoids 
differences in results due to different experimental set-ups. The models in this study base their 
projections on a large body of work and aim to include most factors that are relevant to climate 
change mitigation. The conclusions of this study relate to policy relevant parameters such as 
emission pathways, policy costs and temperature changes. As such, some conclusions have been 
found in earlier, single-model studies, and are found to be robust despite the differences across the 
models.  In this paper, we show how model assumptions on emission reduction potentials, inertia 
and foresight can differently affect the resulting effects of various metrics 
 
In the past, models have reported different findings with respect to the impact of metric choice on 
mitigation strategies. Despite model differences, they all find that the different consequences of 
metrics are primarily caused by diversity in methane emission abatement strategies. Metrics have 
a clear impact on methane emission reduction levels. Only when models reach their maximum 
abatement potential, different metrics lead to similar emission levels. This also implies that different 
model assumptions on methane abatement potential lead to different projected outcomes for the 
same metric (e.g. as described below for GTP (t)). N2O emissions reductions are hardly influenced by 
the metric choice (usually less than 0.5 % difference between scenarios). Differences in CO2 
emissions across scenarios are relatively small and tend to compensate for higher or lower methane 
emissions.  
 
The time varying GTP(t) can lead to cost optimality under perfect world conditions, but could lose 
this advantage when implemented. Differences in the projected cost-effectiveness of the metric 
trace back to model assumptions on methane abatement. Two models showed the time-
dependent GTP metric as defined in this study to lead to slightly lower costs than other metrics for 
achieving a long-term climate target, in line with previous work. An analysis of the models’ marginal 
abatement cost curves for methane showed that the possibility of additional methane reductions at 
higher mitigation costs contribute to the cost-effectiveness of the metric. However, other model 
outcomes indicated that the advantage of avoiding too early methane reductions might be 
counteracted by technical limitations in combination with imperfect foresight. This inertia effect 
implies that methane reductions have to start long before the target year, making the metric 
ineffective and costly. Another reason for increased policy costs might be a deviation from the 
optimal time-variant trajectory of CH4-to-CO2 exchange ratios. In all models, we found the cost 
difference between the time-varying GTP(t) and 100-year GWP to be relatively small (<5%). 
 
 
Models consistently show that most GWP metrics that are considered for policy making lead to 
very similar global mitigation costs. The reason is that all GWP metrics allow for sufficient non-CO2 
emission reduction. Especially substitution between different values for GWP-100 from different 
Assessment Reports (AR) does not lead to important changes in overall global cost levels (with an 
average difference in policy costs of -0.7% to -0.5% between the second and fourth AR). The same is 
true for changes in the metrics with different time-horizons (with an average difference of -0.3% to 
0.5% between a 100 and 20 year horizon).  
 
The 100 year GTP with a low valuation of methane emissions leads to high policy costs in all model 
projections. Compared to GWP 100 it led to an increase of 6% to 40%, and in a single case 90%. This 
high cost increase can partly be explained by the very low methane valuation used in this study and 
implies that constant time horizon metrics need to valuate methane mitigation sufficiently in order 
to be cost-efficient. 



 
Models agree that GTP(t) and GTP-100 would lead to a small increase in the maximum 
temperature rate of change. However, the effect of the use of different metrics on maximum 
temperature change is very limited. Although the induced temperature profile could be a relevant 
strategic consideration in climate policy, the choice of a metric does not have to play a large role.. 
Given the proportionality between radiative forcing and temperature levels in the target year, it can 
be argued that a metric based on radiative forcing would not lead to ineffective policy aimed at 
reaching temperature targets.  
 
From a global perspective, and in the long term, the 100-year GWP metric seems to lead to 
relatively attractive outcomes in terms of mitigation costs and climate outcomes, and no reason is 
found to replace it as the most common metric used in climate policy. However, there are possible 
considerations that could lead to alternatives. For policy making, the choice of timing of methane 
reductions impacts short-term co-benefits with respect to air pollution, costs and temperature. As 
such, the choice of metric can be used to influence policy decisions in the short term. Alternatively, it 
is also possible to consider separate abatement strategies for long-lived and short-lived greenhouse 
gases so that independent choices can be made with respect to the different advantages and 
disadvantages of reducing short-lived GHG emissions. This would lose, however, the advantage of 
common framework for short and long-lived Kyoto gases. 
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Supplementary Material 
 

1) Climate modules in IAMs in this study 
 
IMAGE, MESSAGE and REMIND make use of the MAGICC model (Model for the Assessment of Greenhouse-gas 
Induced Climate Change) for their climate calculations. This is a reduced-complexity coupled global climate-
carbon cycle model that emulates the behaviour of complex atmospheric chemistry and climate models. 
MERGE_ETL uses its own simple climate model (SCM), as an integral part of its modelling framework, that 
makes use of equations  based on the IPCC’s Third Assessment Report (TAR) (IPCC, 2001). See below for a 
detailed description of the MAGICC versions and the climate submodel in MERGE2. 
 
All four models are expected to follow the patterns of complex climate models well. The behaviour of the 
relevant MAGICC versions and the MERGE SCM has been compared to that of complex models in terms of CO2 
(Van Vuuren et al., 2011) and non-CO2 GHGs (Harmsen et al., 2015). It was shown that the SCMs are within the 
expert model range, which is also quite large due to scientific uncertainty. The models were found to be similar 
in the representation of climate mechanisms related to CO2 and CH4 (the most important gases in this study).  
 
For these reasons, the comparison in this study can also be considered relevant and lead to robust conclusions. 
Only small differences between models can be explained by differences in the climate related assumptions. 
 
IMAGE 

IMAGE uses the simple climate model MAGICC 6.0 (Meinshausen et al., 2011a; Meinshausen et al., 2011b) to 
simulate the effects of changing greenhouse gas emissions on atmospheric composition, radiative forcing and 
global mean temperature. MAGICC was used extensively in the Third, Fourth, and Fifth assessment reports of 
IPCC (Intergovernmental Panel on Climate Change) in assessing a range of greenhouse gas concentration 
scenarios. Since publication of these reports, MAGICC has been updated in line with results from Atmosphere-
Ocean General Circulation Models (AOGCMs). 

There is still considerable uncertainty in climate change simulations, as illustrated by differences in results 
from various AOGCMs, in terms of mean global temperature, and even more so in geographical patterns of 
surface temperature and precipitation. By adjusting the values of a few of the model parameters, MAGICC 6.0 
can reproduce time dependent responses of AOGCMs (Meinshausen et al., 2011a; Meinshausen et al., 2011b). 
This allows IMAGE to reflect the uncertainty in AOGCM results, and to provide plausible projections of future 
climate-change feedbacks and impacts. 

The analysis of climate impacts and feedbacks requires location-specific temperature and precipitation 
changes. Thus, a pattern scaling technique is applied in IMAGE by combining MAGICC results with maps on 
climate change from the same AOGCMs assessed in AR4 (IPCC, 2007) and used for calibrating MAGICC. The 
consistent combination of AOGCM-specific parameter settings for MAGICC and matching geographical 
patterns of climate change make the dynamic results from IMAGE physically more consistent, and extend the 
range of uncertainties that can be covered to include future climate change. 

MESSAGE 

The MESSAGE modeling framework makes use of the MAGICC 5.3 reduced-complexity global climate model. 
MAGICC stands for the "Model for the Assessment of Greenhouse-gas Induced Climate Change." It is a 
reduced-complexity coupled global climate-carbon cycle model in the form of a user-friendly software package 
that runs on a personal computer (Wigley 2008). In its standard form, MAGICC calculates internally consistent 

                                                             
2 The text for IMAGE, MESSAGE and REMIND is taken from the following model documentation website (under review), 
created as part of the FP7 project ADVANCE: https://wiki.ucl.ac.uk/display/ADVIAM/Models. The description of the climate 
submodel in MERGE_ETL is from: Marcucci, A. and Turton, H. “The MERGE-ETL model: Model Documentation”, PSI report, 
2012. http://www.psi.ch/eem/ModelsEN/2012MergeDescription.pdf  

https://wiki.ucl.ac.uk/display/ADVIAM/References+IMAGE
https://wiki.ucl.ac.uk/display/ADVIAM/References+IMAGE
https://wiki.ucl.ac.uk/display/ADVIAM/References+IMAGE
https://wiki.ucl.ac.uk/display/ADVIAM/References+MESSAGE
https://wiki.ucl.ac.uk/display/ADVIAM/Models
http://www.psi.ch/eem/ModelsEN/2012MergeDescription.pdf


projections for atmospheric concentrations, radiative forcing, global annual-mean surface air temperature and 
other metrics, given emissions trajectories of a range of gases (CO2, CH4, N2O, CO, NOx, VOCs, SO2, and various 
halocarbons, including HCFCs, HFCs, PFCs, and SF6), all of which are outputs from MESSAGE. The time horizon 
of MAGICC extends as far back as 1750 and can make projections as far forward as 2400. The climate model in 
MAGICC is an upwelling-diffusion, energy-balance model, which produces output for global- and hemispheric-
mean temperature and for oceanic thermal expansion. Climate feedbacks on the global carbon cycle are 
accounted for through the interactive coupling of the climate model and a range of gas-cycle models. As of 
mid-2013, version 5.3 of MAGICC is being used in conjunction with MESSAGE. This version is consistent with 
the IPCC Fourth Assessment Report (AR4), Working Group 1, except that the model has been slightly modified 
to permit the explicit treatment of black and organic carbon (BC and OC) and their impacts on the global 
climate. (The MESSAGE team gratefully acknowledges Dr. Steve Smith of the Pacific Northwest National 
Laboratory (USA) for sharing a modified version of MAGICC (v5.3), which explicitly takes user-specified 
trajectories of BC and OC as inputs.)  

In contrast to how a typical user would normally operate MAGICC, it has become common for the MESSAGE 
team to run the model stochastically in order to generate probabilistic estimates of climate system responses 
(e.g., temperature increase or atmospheric GHG concentrations), a methodology first described in Keppo et al. 
(2007). In short, a single set of emissions trajectories is run in MAGICC under 100 different sets of parameter 
assumptions. This allows one to explore the uncertainty in climate system responses for a single set of 
emissions trajectories (from the MESSAGE scenario output) by using a probability density function (PDF) to 
describe the following parameters: climate sensitivity, ocean diffusivity, and aerosol forcing. Therefore, instead 
of simply saying that, for a given mitigation scenario and emissions trajectory, "the projected maximum global 
temperature increase over the course of the twenty-first century is estimated at X ºC", one can say something 
like "the probability of staying below X ºC maximum global temperature increase is Y%."  

The reason the projections of climate system responses are estimated probabilistically is because of the large 
amount of uncertainty in the three climate system parameters mentioned above. Perhaps the most important 
among these, and one of the most uncertain, is climate sensitivity, which refers to the equilibrium global 
average warming expected if CO2 concentrations were to be sustained at double their pre-industrial values. 
This value is estimated by the IPCC AR4 "as likely to be in the range 2 to 4.5 ºC with a best estimate of about 3 
ºC" (IPCC 2007). Contributing to the IPCC AR4 were a number of studies that estimate PDFs for climate 
sensitivity (see Meinshausen et al. (2009) and O'Neill et al. (2010) for good reviews). And as Figure 1 illustrates, 
the shape of these PDFs can be quite different. A typical probabilistic application of the joint MESSAGE-
MAGICC set-up involves dividing each of these PDFs into 100 steps between 0.1 and 10 ºC. PDFs for ocean 
diffusivity and aerosol forcing – two other important, though uncertain, climate parameters – are also 
generated by correlating them with climate sensitivity at each step (Meinshausen 2006). The Forest et al. 
(2002) distribution with uniform priors (bold line in figure) is often chosen because it is near the middle of the 
range found in the literature: a climate sensitivity value of 3 ºC has a (cumulative) likelihood of 53.9% using the 
PDF from Forest et al. (2002).  

REMIND 

By default, REMIND is coupled to the MAGICC 6 climate model to translate emissions into changes in 
atmospheric composition, radiative forcing and temperature increase. Due to numerical complexity, after 
running REMIND we perform the evaluation of climate change using MAGICC. Iterative adjustment of emission 
constraints or carbon taxes allows meeting specific temperature or radiative forcing limits in case of mitigation 
scenarios (see Section 1.4). 

In addition, REMIND includes a reduced-form climate model similar to the one used in DICE  (Nordhaus and 
Boyer 2000) which can be used within the REMIND optimization to enable direct formulation of temperature 
or radiative forcing targets in climate mitigation scenarios. It comprises (1) an impulse-response function with 
three time scales for the carbon cycle, (2) an energy balance temperature model with a fast mixed layer, and 
(3) a slow deep ocean temperature box. Equations in the carbon-cycle temperature model describe 
concentration and radiative forcing that result from CH4, N2O, sulphate aerosols, black carbon, and organic 
carbon (Tanaka and Kriegler 2007). The climate module determines the atmospheric concentrations of CO2, 

https://wiki.ucl.ac.uk/display/ADVIAM/References+MESSAGE
https://wiki.ucl.ac.uk/display/ADVIAM/References+MESSAGE
https://wiki.ucl.ac.uk/display/ADVIAM/References+MESSAGE
https://wiki.ucl.ac.uk/display/ADVIAM/Modelling+of+climate+indicators+-+MESSAGE#Modellingofclimateindicators-MESSAGE-_ENREF_6
https://wiki.ucl.ac.uk/display/ADVIAM/References+MESSAGE
https://wiki.ucl.ac.uk/display/ADVIAM/References+MESSAGE
https://wiki.ucl.ac.uk/display/ADVIAM/References+MESSAGE


CH4, and N2O and computes the resulting radiative forcing and mean temperature at the global level. Its key 
parameters are calibrated to reproduce MAGICC, with a climate sensitivity of around 3.0°C. 

 

MERGE 

(From: Marcucci, A. and Turton, H, 2012) 

The climate submodel represents carbon and non-CO2 gases cycles to estimate atmospheric concentration of 
GHGs, and then calculates the radiative forcing and global temperature change. 

Emission to concentration parameter 

 CO2 CH4 N2O 

Expression from 
IPCC the science 
basis, 2001. 

1ppmv co2 = 2.12 Gt C 1745 ppb = 4850 Tg (Mt) CH4 314 ppb = 1510 Tg N 
314 ppb = 1510*44/28 Tg N2O 

 Factor 0.472 ppm/Gton C 359.794 ppb/Mt CH4 132.33 ppb/Mt N2O 

 
CO2 
 
The carbon cycle in MERGE is based on the atmospheric CO2 impulse-response estimated by Maier Reimer and 
Hasselman (1987), representing five independent atmospheric reservoirs, with A capacity and T time constant 
of absorption. The atmospheric CO2 response yδ(t ) to an unitary impulse δ(t ) is given by, 
 

 
The CO2 concentration in each time period corresponds to the sum of the impulse responses during the period 
plus the remaining carbon in each reservoir. The parameters Aj and Tj used in MERGE-ETL correspond to the 2x 
fit (Maier-Reimer and Hasselman, 1987): 
 

 
 
CH4 and N2O 
 
The behaviour in the atmosphere of the other greenhouse gases is modelled using a single reservoir 
representation, based on Intergovernmental Panel in Climate Change (IPCC) (1997, App. 1). The atmospheric 
concentration is calculated using the impulse response of the reservoir, thus,  
 

 
 
where M is the magnitude of the impulse. Based on Intergovernmental Panel in Climate Change (IPCC, 2001), 
the atmospheric lifetime of the non-CO2 GHG are: τCH4=12 years; τN2O = 114 y; τSLF = 13.8 y; and τLLF = 3200 
y.  
 
 
 

 



Concentration to forcing 

For the greenhouse gases, the change in radiative forcing is calculated using the simplified expressions based 

on the IPCC Third Assessment Report (Intergovernmental Panel in Climate Change (IPCC), 2001, Table 6.2). 

These expressions depend on the current concentration of each greenhouse gas: CO2 [ppm], CH4 [ppb], N2O 

[ppb], SLF [ppb] and LLF [ppb]; and the pre-industrial concentration indicated with the subindex o: 
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2) Scenario results in the 2.8 W/m2 scenarios 

 
Figure S1: Emissions in the 2.8 W/m2 scenarios 
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Figure S2: Carbon price and Policy costs in the 2.8 W/m2 scenarios (note: different scales on the y-axis) 
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3) Analysis of the methane marginal abatement cost (MAC) curves in the models  

 
In order to construct the marginal abatement cost (MAC) curves for methane in the integrated assessment 
models (IAMs) used in this study, we made use of the diagnostic runs that were performed in the AMPERE 
project (Kriegler et al., 2015). These runs were constructed to determine the response of IAMs to different 
carbon price trajectories. For this analysis, we included two scenarios with a low and an a high carbon price 
increase profile (see table S1), and looked at the relative methane emission reductions at different carbon 
prices in the two scenarios.  
 
Table S1: Two AMPERE diagnostic run scenarios: low and high carbon price increase 
 Low carbon price increase High carbon price increase 

Year Carbon price (2005$ / tCO2) Carbon price (2005$ / tCO2) 

2005 0 0 

2010 0 0 

2020 19 74 

2030 27 110 

2040 41 162 

2050 60 240 

2060 89 355 

2070 131 526 

2080 195 779 

2090 288 1152 

2100 426 1706 

 
The effect of the carbon price on methane abatement is shown in Figure S3 (for IMAGE, MESSAGE and 

REMIND) and in Figure S4 (for MERGE_ETL). The upper graphs show the relative methane emission reductions 

compared to the baseline at various carbon prices, while the lower graphs show the relative reductions at the 

corresponding methane price (this is 24 times the carbon price, since the models made use of AR4 in the 

diagnostic runs). The lower graph with the methane price is relevant for this study, because the different 

metrics lead to different CH4/CO2 price ratios, which changes the scale of the upper graph. In table S2 the 

methane prices are given for all the scenarios and all the models (derived from the carbon price and the 

methane value in the metric). In Figure S3 we have combined the two diagnostic runs, because the reduction 

at a certain methane price is relatively constant in IMAGE, MESSAGE and REMIND. For MERGE_ETL this is not 

the case, as the reduction potential is much more time dependent than price induced. This means that high 

prices in early years do not considerably increase the maximum emission reduction. In Figure S4 it can be seen 

that this results in very different MAC curves in different scenarios.  

The figures explain why REMIND and MERGE_ETL show very similar emission profiles in the last decades across 

all scenarios except GTP-100. In both models, the maximum methane reduction potential is reached at the end 

of the century. This is shown by the green vertical line (for REMIND) in Figure S3 and the black vertical line (for 

MERGE_ETL) in Figure S4 (indicating that the same abatement is reached at different prices), as well as in Table 

S2 where blue shaded cells show scenarios in which the maximum reduction potential is reached in 2100. In 

REMIND, this maximum reduction potential is reached about 10 years earlier than in MERGE_ETL, which is 

illustrated by the earlier convergence of methane emissions in the different scenarios.  

MESSAGE, on the other hand, does not reach its full methane reduction potential in 2100 in most scenarios. 

For that reason, it has a larger spread in scenario outcomes. This is caused by a steadily increasing reduction 

potential at higher prices, shown by the diagonal line between the 10000 $/t and 41000 $/t methane price. In 



table S2 this is also indicated by the larger number of scenarios that do not reach their full reduction potential 

in 2100 (orange shaded cells).  Compared to REMIND, MESSAGE generally also has a lower carbon price, which 

translates into a lower methane price. This therefore slightly adds to the larger variety in scenario outcomes.  

The cost-effectiveness of GTP(t) in MESSAGE can also be explained by the possibility to further reduce 

methane emissions at higher costs at the end of the time period. Because of this, the “potential” of GTP(t) can 

be fully used until the end of the century. 

Table S2 shows that in IMAGE, all scenarios except GTP 100 reach the maximum methane reduction price in 

2100 (which is 3750 $/tCH4 or 500 $/tC (Van den Berg et al, 2015)). However, as explained in the main text, 

the scenarios differ greatly in the amount of abated methane, because of the inertia effect. Without that, the 

scenarios would also show the same emission trajectories towards the end of the century (similar as in 

MERGE_ETL and REMIND). 

 
Figure S3: Methane MAC curve profile in IMAGE, MESSAGE and REMIND 
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Figure S3: Methane MAC curve profile in MERGE_ETL 
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Table S2: Methane prices per scenario in the four IAMs (in 2005$/tCH4). Blue shaded cells in 2100 indicate that 
the maximum methane price is reached in that year and that no further reductions can be achieved at higher 
prices. Orange shaded cells indicate that more emission reductions are possible at higher methane prices.   
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2005 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

IMAGE

SAR 100 - 3.7 0 57 605 1194 2640 3645 4110 5533 10206 13624 12107

AR4 100 - 3.7 0 64 708 1220 2714 4263 5328 6911 10832 13343 10595

AR4 20 - 3.7 0 160 1247 1726 4577 13772 18614 22654 26403 29975 27692

GTP (t) - 3.7 0 6 53 161 781 2209 5547 13796 24261 40658 43264

GTP 100 - 3.7 0 3 16 33 80 95 115 158 219 238 181

SAR 100 - 2.8 0 57 2568 3912 4729 8336 10203 11586 24072 28187 19645

AR4 100 - 2.8 0 64 3330 4172 4865 9250 11922 12274 25431 32375 22528

AR4 20 - 2.8 0 160 6407 12604 16339 25539 34631 40913 49446 59610 47570

GTP (t) - 2.8 0 6 198 780 1981 5075 10468 22601 44561 94916 58189

GTP 100 - 2.8 0 3 144 482 313 414 500 417 427 284 201

MERGE_ETL

SAR 100 - 3.7 0 0 335 547 882 1393 2178 3347 5079 7718 9034

AR4 100 - 3.7 0 0 380 621 1001 1581 2472 3799 5766 8762 10263

AR4 20 - 3.7 0 0 1067 1741 2808 4438 6930 10641 16148 24535 29123

GTP (t) - 3.7 0 0 26 86 273 823 2312 6050 14586 32488 43497

GTP 100 - 3.7 0 0 7 12 20 31 49 75 114 174 195

MERGE_RF - 3.7 Low (Not precisely known due to dependence on forcing in 2100) High

SAR 100 - 2.8 0 0 838 1361 2187 3453 5406 8338 12943 19849 18277

AR4 100 - 2.8 0 0 949 1541 2478 3912 6124 9445 14660 22482 20743

AR4 20 - 2.8 0 0 2644 4295 6905 10897 17049 26287 40798 62557 58689

GTP (t)- 2.8 0 0 65 218 691 2080 5855 15406 37971 85272 88914

GTP 100 - 2.8 0 0 19 31 50 79 124 191 297 456 409

MERGE_RF - 2.8 Low (Not precisely known due to dependence on forcing in 2100) High

MESSAGE

SAR 100 - 3.7 0 0 238 388 632 1029 1676 2730 4447 7244 11800

AR4 100 - 3.7 0 0 264 430 701 1142 1860 3030 4935 8038 13093

AR4 20 - 3.7 0 0 693 1129 1838 2995 4878 7946 12943 21083 34341

GTP (t) - 3.7 0 0 16 54 173 538 1577 4378 11317 26993 50691

GTP 100 - 3.7 0 0 6 9 15 24 39 64 104 169 276

SAR 100 - 2.8 0 0 630 1026 1671 2721 4432 7220 11761 19157 31204

AR4 100 - 2.8 0 0 696 1134 1847 3008 4900 7981 13001 21177 34495

AR4 20 - 2.8 0 0 1885 3070 5002 8147 13270 21616 35211 57354 93424

GTP (t) - 2.8 0 0 44 147 472 1466 4293 11917 30803 73472 137976

GTP 100 - 2.8 0 0 16 25 41 67 109 178 290 473 770

REMIND

SAR 100 - 3.7 0 231 315 559 971 1654 3062 4366 7354 11911 18927

AR4 100 - 3.7 0 263 359 635 1104 1882 3483 4966 8368 13537 21525

AR4 20 - 3.7 0 790 1024 1814 3151 5373 9951 14193 23918 38696 61539

GTP (t) - 3.7 0 9 24 89 303 986 3281 7969 21296 50479 92469

GTP 100 - 3.7 0 4 9 16 29 49 90 129 216 349 555

SAR 100 - 2.8 0 231 883 1552 2678 4533 8439 12030 20201 32589 51721

AR4 100 - 2.8 0 263 1002 1762 3040 5146 9582 13660 22940 37009 58738

AR4 20 - 2.8 0 790 2842 4992 8617 14595 27171 38756 65088 105018 166679

GTP (t) - 2.8 0 9 70 255 864 2789 9337 22665 60359 142574 260917

GTP 100 - 2.8 0 4 23 41 71 120 223 318 533 861 1366



4) N2O emission trajectories 
 

Figure S5: N2O emission trajectories (upper panels: 2.8 W/m2,  lower panels: 3.7 W/m2) 
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5) Integrated discounted policy cost / Temperature change in the year 2100.  
 
Figure S6: Integrated discounted policy cost / Temperature change in the year 2100. Shown for both forcing 
targets and all models. Normalized by SAR-100 (= 1), indicated by the red lines. GWP metrics encircled by blue 
lines, GTP (t) by green lines and GTP-100 by purple lines. The GTP-100 2.8 W/m2 scenario is not shown for 
IMAGE on this scale (with a temperature change difference of 2% (in 2100) at a policy cost of 1.9 times that of 
SAR_100) 
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