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Abstract: In this paper, with the quaternion number and time-varying coefficients introduced into
traditional BAMNNs, the model of quaternion-valued BAMNNs are formulated. For the first time,
fixed-time stabilization of time-varying quaternion-valued BAMNNs is investigated. A novel fixed-
time control method is adopted, in which the choice of the Lyapunov function is more general than
in most previous results. To cope with the noncommutativity of the quaternion multiplication, two
different fixed-time control methods are provided, a decomposition method and a non-decomposition
method. Furthermore, to reduce the control strength and improve control efficiency, an adaptive
fixed-time control strategy is proposed. Lastly, numerical examples are presented to demonstrate the
effectiveness of the theoretical results.
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1. Introduction

Quaternion is a hypercomplex extended from real and complex numbers, which was first
introduced by W. R. Hamilton in 1843 [1]. A famous characteristic of quaternion numbers is that the
commutativity law no longer holds for its multiplication. In the past decades, quaternion-valued
neural networks (QVNNs) have become a hot topic in research due to its strong ability to cope with
high-dimensional data [2]. QVNNs are extended from real-valued NNs (RVNNs) and
complex-valued NNs (CVNNs). The state value, connection weights, and activations of QVNNs are
all taken values in the quaternion area. Compared with CVNNs and RVNNs, QVNNs improve the
computation speed substantially and have great potential in high-dimensional data processing, attitude
control [3], computer graphics [4, 5], image compression [6], and optimization [7]. Recently, some
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results on the dynamical property of QVNNs have been reported [8–15]. Q. Song and X. Chen [11]
investigate the multi-stability of delayed QVNNs with a decomposition of the state space. In [14],
sufficient conditions for the global µ-stability were derived by using the decomposition technique and
quaternion linear matrix inequality (LMI). The state estimation issue of QVNNs was considered
in [13], in which some criteria are achieved via quaternion LMI. Till now, the investigation on
stabilization of QVNNs are still very few.

The BAMNNs is a famous network model, which was first introduced by Kosko in 1987 [16, 17].
By iterations of backward and forward information flows between two layers, this network owns the
ability of information association and information memory. BAMNNs have broad applications in
various areas including associative memory, pattern recognition and automatic control. Moreover, the
research of BAMNNs has received broad interests, in particular, various kinds of dynamical behaviors
of this type of network have been investigated extensively, such as exponential stability,
synchronization, Lagrange stability, dissipativity, and etc. [18–22]. However, to our best knowledge,
the study on the dynamics of BAMNNs has been mainly concentrated on the real and complex field,
corresponding results on the quaternion field has not appeared yet. Due to the abundant dynamical
behavior of QVNNs and BAMNNs, our research is novel and has a promising application prospect.
On the other hand, most of the previous literatures on BAMNNs and QVNNs only consider constant
connection weights. In fact, due to the existence of external disturbances and uncertainty, the
time-varying parameters are more reasonable than constant coefficients and can better adapt to the
real-world systems.

Stability and stabilization are important topics in the study of network systems, which have been
widely applied to various fields, such as associative memory, optimization, and pattern recognition [23–
31]. So far, the traditional stabilization control has been focused on the case that the convergence time
tends to infinity. However, in many practical applications, the state trajectories are required to converge
to zero in finite time. To meet with this need, the concept of finite-time stability (FTS) was proposed.
The finite-time control does not only reduce the convergence time effectively but also improve the
robustness of the system [25–27]. Unfortunately, the settling time of finite-time control relies on the
initial state of a system, which may be unavailable in many engineering processes. To overcome
this limitation, the fixed-time control was introduced. As a special case of FTS, the settling time of
fixed-time stability can be estimated even without the initial information. This is a quite meaningful
advantage and due to this reason, the fixed-time control has become a hot topic [28–31]. Furthermore,
to reduce the high control strength and save energy, the adaptive control strategy is proposed in this
paper. By designing proper adaptive laws, the control gains are increasing according to the adaptive
laws [32–36]. Therefore, adaptive control can be applied even when the accurate information of the
system parameters is unavailable. To our best knowledge, the adaptive fixed-time control method has
not been applied to quaternion systems yet.

The purpose of this paper is to explore the fixed-time stabilization of quaternion-valued BAMNNs
with time-varying coefficients. The main novelty of this paper is as follows.

1) It is the first time that the quaternion and time-varying coefficients are introduced into BAMNNs.
The new network model is more general than previous suggested ones and can arouse a more complex
dynamical behavior.

2) A novel fixed-time convergence method is adopted to deal with the stabilization problem, the
traditional fixed-time technique is a particular case of our method.
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3) To overcome the noncommutativity of quaternion, two different methods are proposed, i.e., a
decomposition and a non-decomposition method.

4) For the first time, the adaptive control strategy is applied to the fixed-time stabilization of
QVNNs, which can reduce the control strength effectively and avoid the computation of control gains.

The contents of our paper is as follows. In chapter 2, the BAM OVNNs model is introduced. The
main theorem are given in chapter 3. In chapter 4, simulations are given to demonstrate the correctness
of our results. Lastly, conclusion is derived in chapter 5.

Notations. In this work, R,C and Q denote the real field, complex field, and quaternion field,
respectively. For any vector χ = (χ1, · · · , χn)T ∈ Rn, it is noted that |χ| = (|χ1|, · · · , |χn|)T . The 1-

vector norm of χ is defined as ‖χ‖1 =
n∑

q=1
|χq|. For any vector x, y ∈ Rn, x ≤ y means that xi ≤ yi for

i = 1, · · · , n. For any vector x ∈ Q, |x| denote the modulus of x. ∀a, b ∈ R, a
∧

b denotes the minimum
of a and b, a

∨
b represents the maximum of a and b.

2. Preliminaries and model formulation

Quaternions are a kind of hypercomplex, which are an extension of complex numbers. A quaternion
y ∈ Q can be described as

y = yR + yIi + yJ j + yKk,

where yR, yI , yJ, yK ∈ R, the imaginary parts i, j, k obey the Hamilton rule:

i2 = j2 = k2 = −1, i j = − ji = k,

jk = −k j = i, ki = −ik = j.

For any quaternion q = qR + qIi + qJ j + qKk, the conjugate of q is denoted by q∗ = qR − qIi− qJ j− qKk.
The modulus of q is defined as

|q| =
√

q∗q =
√

(qR)2 + (qI)2 + (qJ)2 + (qK)2.

For any two quaternions y = yR + yIi + yJ j + yKk and z = zR + zIi + zJ j + zKk, addition is defined as

y + z = yR + zR + (yI + zI)i + (yJ + zJ) j + (yK + zK)k.

Based on the Hamilton rule, the product of any two quaternion numbers is defined as

yz =(yRzR − yIzI − yJzJ − yKzK) + (yRzI + yIzR + yJzK − yKzJ)i
+ (yRzJ + yJzR + yKzI − yIzK) j + (yRzK + yKzR + yIzJ − yJzI)k.

With the introduction of time-varying coefficients and quaternion into traditional BAMNNs, the model
of time-varying quaternion-valued BAMNNs is introduced as follows:

dxp(t)
dt

= − cp(t)xp(t) +

m∑
q=1

apq(t) fq(yq(t)) +

m∑
q=1

bpq(t) fq(yq(t − τ1(t))) + ωp(t) + up(t)
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dyq(t)
dt

= − dq(t)yq(t) +

n∑
p=1

ãqp(t)gp(xp(t)) +

n∑
p=1

b̃qp(t)gp(xp(t − τ2(t))) + ξq(t) + vq(t) (2.1)

where p = 1, 2, · · · , n, q = 1, 2, · · · ,m; xp(t), yq(t) ∈ Q represent the state value of the pth neuron in
the FX-field and the qth neuron in the FY-field, respectively. cp(t), dp(t) ∈ R are the time-varying self-
feedback coefficients; fq(yq(·)), gp(xp(·)) : Q → Q denote the activation functions of the qth neuron
from the FY-field and the pth neuron from the FX-field, respectively. apq(t), bpq(t), ãqp(t), b̃qp(t) ∈ Q
represent the time-varying connection weights. τ1(t), τ2(t) are time-varying delays. ωp(t), ξq(t) ∈ Q are
bounded external disturbances satisfying that |ωp(t)| ≤ ω̂p, |ξq(t)| ≤ ξ̂q. up(t), vq(t) are the control input
vectors.

dx(t)
dt

= −C(t)x(t) + A(t) f (y(t)) + B(t)g(y(t − τ1(t))) + ω(t) + u(t)

dy(t)
dt

= − D(t)y(t) + Ã(t) f (x(t)) + B̃(t)g(x(t − τ2(t))) + ξ(t) + v(t) (2.2)

where A(t) = (apq(t))n×m, B(t) = (bpq(t))n×m, Ã(t) = (ãqp(t))m×n, B̃(t) = (b̃qp(t))m×n.

Assumption 1. Suppose that the quaternion-valued activation function f (x(t)) ∈ Qm, g(x(t)) ∈ Qn can
be expressed as

f (x(t)) = f R(xR(t)) + f I(xI(t))i + f J(xJ(t)) j + f K(xK(t))k
g(x(t)) =gR(xR(t)) + gI(xI(t))i + gJ(xJ(t)) j + gK(xK(t))k

where f π(xπ(t)) ∈ Rm, gπ(xπ(t)) ∈ Rn, π = R, I, J,K.

Remark 1. In fact, Assumption 1 is quite restrictive because not every quaternion activation function
can be explicitly expressed as real and imaginary parts. There are still a large number of quaternion
functions that do not satisfy this condition. Moreover, there is a more general assumption as follows:

f (x) = f R(xR, xI , xJ, xK) + f I(xR, xI , xJ, xK)i
+ f J(xR, xI , xJ, xK) j + f K(xR, xI , xJ, xK)k

g(x) =gR(xR, xI , xJ, xK) + gI(xR, xI , xJ, xK)i
+ gJ(xR, xI , xJ, xK) j + gK(xR, xI , xJ, xK)k

However, this assumption may cause complex computation in our analysis process. Furthermore, it can
be extended by Assumption 1 without difficulty. Thus, we take Assumption 1 in our later discussion.

Based on the above assumptions, now we separate the QVNNs (2.2) into RVNNs. Let

x(t) = xR(t) + ixI(t) + jxJ(t) + kxK(t),
y(t) = yR(t) + iyI(t) + jyJ(t) + kyK(t).

According to the quaternion multiplication rule, the quaternion system (2.2) can be decomposed into
four real-valued NNs

dxR(t)
dt

= −CR(t)xR(t) + AR(t) f R(yR(t)) − AI(t) f I(yI(t)) − AJ(t) f J(yJ(t))
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− AK(t) f K(yK(t)) + BR(t) f R(yR(t − τ(t))) − BI(t) f I(yI(t − τ(t)))
− BJ(t) f J(xJ(t − τ(t))) − BK(t) f K(yK(t − τ(t))) + ωR(t) + uR(t),

dxI(t)
dt

= −CI(t)xI(t) + AI(t) f R(yR(t)) + AR(t) f I(yI(t)) − AK(t) f J(yJ(t))

+ AJ(t) f K(yK(t)) + BI(t) f R(yR(t − τ(t))) + BR(t) f I(yI(t − τ(t)))
− BK(t) f J(xJ(t − τ(t))) + BJ(t) f K(yK(t − τ(t))) + ωI(t) + uI(t),

dxJ(t)
dt

= −CJ(t)xJ(t) + AJ(t) f R(yR(t)) + AK(t) f I(yI(t)) + AR(t) f J(yJ(t))

− AI(t) f K(yK(t)) + BJ(t) f R(yR(t − τ(t))) + BK(t) f I(yI(t − τ(t)))
+ BR(t) f J(xJ(t − τ(t))) − BI(t) f K(yK(t − τ(t))) + ωJ(t) + uJ(t),

dxK(t)
dt

= −CK(t)xK(t) + AK(t) f R(yR(t)) − AJ(t) f I(yI(t)) + AI(t) f J(yJ(t))

+ AR(t) f K(yK(t)) + BK(t) f R(yR(t − τ(t))) − BJ(t) f I(yI(t − τ(t)))
+ BI(t) f J(xJ(t − τ(t))) + BR(t) f K(yK(t − τ(t))) + ωK(t) + uK(t),

dyR(t)
dt

= − DR(t)yR(t) + ÃR(t)gR(xR(t)) − ÃI(t)gI(xI(t)) − ÃJ(t)gJ(xJ(t))

− ÃK(t)gK(xK(t)) + B̃R(t)gR(xR(t − τ(t))) − B̃I(t)gI(xI(t − τ(t)))
− B̃J(t)gJ(xJ(t − τ(t))) − B̃K(t)gK(xK(t − τ(t))) + ξR(t) + vR(t)

dyI(t)
dt

= − DI(t)yI(t) + ÃI(t)gR(xR(t)) + ÃR(t)gI(xI(t)) − ÃK(t)gJ(xJ(t))

+ ÃJ(t))gK(xK(t)) + B̃I(t)gR(xR(t − τ(t))) + B̃R(t)gI(xI(t − τ(t)))
− B̃K(t)gJ(xJ(t − τ(t))) + B̃J(t)gK(xK(t − τ(t))) + ξI(t) + vI(t)

dyJ(t)
dt

= − DJ(t)yJ(t) + ÃJ(t)gR(xR(t)) + ÃK(t)gI(xI(t)) + ÃR(t)gJ(xJ(t))

− ÃI(t)gK(xK(t)) + B̃J(t)gR(xR(t − τ(t))) + B̃K(t)gI(xI(t − τ(t)))
+ B̃R(t)gJ(xJ(t − τ(t))) − B̃I(t)gK(xK(t − τ(t))) + ξJ(t) + vJ(t)

dyK(t)
dt

= − DK(t)yK(t) + ÃK(t)gR(xR(t)) − ÃJ(t)gI(xI(t)) + ÃI(t)gJ(xJ(t))

+ ÃR(t)gK(xK(t)) + B̃K(t)gR(xR(t − τ(t))) − B̃J(t)gI(xI(t − τ(t)))
+ B̃I(t)gJ(xJ(t − τ(t))) + B̃R(t)gK(xK(t − τ(t))) + ξK(t) + vK(t) (2.3)

Let

X(t) = (xR(t)T , xI(t)T , xJ(t)T , xK(t)T )T ∈ R4n,

Y(t) = (yR(t)T , yI(t)T , yJ(t)T , yK(t)T )T ∈ R4m,

then the compact form of system (2.3) is derived
dX(t)

dt
= −C∗(t)X(t) + A∗(t)F(Y(t)) + B∗(t)F(Y(t − τ1(t))) + ω∗(t) + U(t),

dY(t)
dt

= − D∗(t)Y(t) + Ã∗(t)G(X(t)) + B̃∗(t)G(X(t − τ2(t))) + ξ∗(t) + V(t),
(2.4)
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where X(t) = (xR(t)T , xI(t)T , xJ(t)T , xK(t)T )T ∈ R4n, Y(t) = (yR(t)T , yI(t)T , yJ(t)T , yK(t)T )T ∈ R4m,
C∗(t) = diag(CR(t),CI(t),CJ(t),CK(t)) ∈ R4n×4n, D∗(t) = diag(DR(t),DI(t),DJ(t),DK(t)) ∈ R4m×4m,
F(X(t)) = ( f R(xR(t))T , f I(xI(t))T , f J(xJ(t))T , f K(xK(t))T )T ∈ R4m,
G(X(t − τ(t))) = (gR(xR(t − τ(t)))T , gI(xI(t − τ(t)))T , gJ(xJ(t − τ(t)))T , gK(xK(t − τ(t)))T )T ∈ R4n,
U(t) = diag{uR(t), uI(t), uJ(t), uK(t)} ∈ R4n, V(t) = diag{vR(t), vI(t), vJ(t), vK(t)} ∈ R4m,
ω∗(t) = (ωR(t), ωI(t), ωJ(t), ωK(t))T ∈ R4n, ξ∗(t) = (ξR(t), ξI(t), ξJ(t), ξK(t))T ∈ R4m.

A∗(t) =


AR(t) −AI(t) −AJ(t) −AK(t)
AI(t) AR(t) −AK(t) AJ(t)
AJ(t) AK(t) AR(t) −AI(t)
AK(t) −AJ(t) AI(t) AR(t)

 ,

B∗(t) =


BR(t) −BI(t) −BJ(t) −BK(t)
BI(t) BR(t) −BK(t) BJ(t)
BJ(t) BK(t) BR(t) −BI(t)
BK(t) −BJ(t) BI(t) BR(t)

 ,

Ã∗(t) =


ÃR(t) −ÃI(t) −ÃJ(t) −ÃK(t)
ÃI(t) ÃR(t) −ÃK(t) ÃJ(t)
ÃJ(t) ÃK(t) ÃR(t) −ÃI(t)
ÃK(t) −ÃJ(t) ÃI(t) ÃR(t)

 ,

B̃∗(t) =


B̃R(t) −B̃I(t) −B̃J(t) −B̃K(t)
B̃I(t) B̃R(t) −B̃K(t) B̃J(t)
B̃J(t) B̃K(t) B̃R(t) −B̃I(t)
B̃K(t) −B̃J(t) B̃I(t) B̃R(t)

 ,
Assumption 2. Suppose that there exist positive diagonal matrices L1 ∈ R4m×4m, L2 ∈ R4n×4n such that
the real-valued functions F(·),G(·) satisfy the following conditions

|F(Y) − F(Y
′

)| ≤ L1|Y − Y
′

|,

|G(X) −G(X
′

)| ≤ L2|X − X
′

|,

where X, X
′

∈ R4n,Y,Y
′

∈ R4m and

|X − X
′

| = (|X1 − X
′

1|, · · · , |X4n − X
′

4n|)
T ,

|Y − Y
′

| = (|Y1 − Y
′

1|, · · · , |Y4n − Y
′

4m|)
T ,

|F(Y) − F(Y
′

)| = (|F1(Y1) − F1(Y
′

1)|, |F2(Y2) − F2(Y
′

2)|,

· · · , |F4m(Y4m) − F4m(Y
′

4m)|)T ,

|G(X) −G(X
′

)| = (|G1(X1) −G1(X
′

1)|, |G2(X2) −G2(X
′

2)|,

· · · , |G4n(X4n) −G4n(X
′

4n)|)T .

Moreover, F(0) = G(0) = 0.
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Remark 2. For later discussion, we make the following notations: L1 = diag(L11, L12, · · · , L1,4m),
L2 = diag(L21, L22, · · · , L2,4n). Note that, according to the boundedness of disturbances ωp(t), ξq(t) ∈
Q, ω∗p(t), ξ∗q(t) ∈ R are also bounded.

Definition 1. For the initial value x(t0), y(t0) of system (2.2), if there exists a constant T (x(t0), y(t0)) > 0
such that

lim
t→T (x(t0),y(t0))

|x(t)| + |x(t)| = 0

|x(t)| + |y(t)| = 0, t ≥ T (x(t0), y(t0)). (2.5)

Then, the system (2.2) is said to be finite-time stabilized to the origin, T (x(t0), y(t0)) is called the settling
time.

Definition 2. System (2.2) can reach fixed-time stabilization if the conditions in Definition 1 hold and
the settling time T (x(t0), y(t0)) has an upper-bound Tmax. The number Tmax is not dependent on initial
condition of the system. That is, T (x(t0), y(t0)) ≤ Tmax,∀x(t0), y(t0) ∈ Qn.

Lemma 1. [30] Assume that the function V(·) : Rn → R+

⋃
{0} is continuous radically bounded and if

there exists an indefinite function q1(t) and a nonpositive function q2(t) such that

V̇(t) ≤ q1(t)Vα(t) + q2(t)Vβ(t) for t ∈ [t0,+∞) (2.6)

for some 0 < α < 1, β > 1 and q1(t), q2(t) satisfy that∫ t

t0
q+

1 (s)ds ≤ N,
∫ t

t0
q−1 (s)ds ≤ −γ1(t − t0) + M1 (2.7)

and ∫ t

t0
q2(s)ds ≤ −γ2(t − t0) + M2 (2.8)

for all t > t0, where q+
1 (s) = q1(s)

∨
0, q−1 (s) = q1(s)

∧
0 and N,Mi, γi(i = 1, 2) are positive constants.

Then, V(t) = 0 for all t ≥ Tmax, and the settling time is

Tmax = t0 +
(1 − α)(N + M1) + 1

γ1(1 − α)
+

(β − 1)(N + M2) + 1
γ2(β − 1)

Proof. The proof can be referred to [30].

Lemma 2. For constants x1, · · · , xn ≥ 0, 0 < p < 1, q > 1, the following condition holds.

n∑
i=1

xp
i ≥ (

n∑
i=1

xi)p,

n∑
i=1

xq
i ≥ n1−q(

n∑
i=1

xi)q. (2.9)

Lemma 3. For any a, b ∈ Q, the following inequalities hold.

a∗ · b + b∗ · a ≤ a∗ · a + b∗ · b = |a|2 + |b|2,

a∗ · b + b∗ · a ≤ 2|a||b|.
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3. Main results

In this section, we aim to derive the criteria for fixed-time stabilization of quaternion-valued
BAMNNs (2.1). Due to the equivalence between QVNNs (2.1) and RVNNs (2.4), we now focus on
the fixed-time stabilization of RVNNs (2.4) instead of QVNNs (2.1). The state-feedback controller for
RVNNs (2.4) is chosen as follows

U(t) = − K(t)X(t) − Γ(t)sgn(X(t)) − Λ(t)S GN(X(t))|X(t − τ2(t))|
+ ρ(t)S GN(X(t))|X(t)|α + %(t)S GN(X(t))|X(t)|β

V(t) = − Θ(t)Y(t) − Υ(t)sgn(Y(t)) − Ξ(t)S GN(Y(t))|Y(t − τ1(t))|
+ ρ(t)S GN(Y(t))|Y(t)|α + %(t)S GN(Y(t))|Y(t)|β, (3.1)

where 0 < α < 1, β > 1, sgn(X(t)) = (sgn(X1(t)), · · · , sgn(X4n(t)))T ∈ R4n,
sgn(Y(t)) = (sgn(Y1(t)), · · · , sgn(Y4m(t)))T ∈ R4m,
S GN(X(t)) = diag(sgn(X1(t)), sgn(X2(t)), · · · , sgn(X4n(t))) ∈ R4n×4n,
S GN(Y(t)) = diag(sgn(Y1(t)), · · · , sgn(Y4m(t))) ∈ R4m×4m. |Y(t)|α = (|Y1(t)|α, · · · , |Y4m(t)|α)T ∈ R4m,
|X(t)|β = (|X1(t)|β, |X2(t)|β, · · · , |X4n(t)|β)T ∈ R4n.
The matrices K(t) = diag(K1(t),K2(t), · · · ,K4n(t)) ∈ R4n×4n,
Γ(t) = diag(Γ1(t),Γ2(t), · · · ,Γ4n(t)) ∈ R4n×4n, Λ(t) = diag(Λ1(t),Λ2(t), · · · ,Λ4n(t)) ∈ R4n×4n,
Θ(t) = diag(Θ1(t),Θ2(t), · · · ,Θ4m(t)) ∈ R4m×4m, Υ(t) = diag(Υ1(t), · · · ,Υ4m(t)) ∈ R4m×4m,
Ξ(t) = diag(Ξ1(t), · · · ,Ξ4m(t)) ∈ R4m×4m are control gain matrices to be determined. ρ(t), %(t) ∈ R are
control gains to be decided.

Theorem 1. Under the Assumption 1 and 2, if the control gains Kp(t),Γp(t),Λp(t),Θq(t),Ξq(t),Υq(t)
satisfy the following conditions

Kp(t) ≥ −C∗p(t) +

4m∑
q=1

|ã∗qp(t)|L2p, Θq(t) ≥ −D∗q(t) +

4n∑
p=1

|a∗pq(t)|L1q,

Λp(t) ≥
4m∑
q=1

|b̃∗qp(t)|L2p, Ξq(t) ≥
4n∑

p=1

|b∗pq(t)|L1q, Υq(t) ≥ |ξ∗q(t)|, Γp(t) ≥ |ω∗p(t)| (3.2)

where p = 1, · · · , 4n, q = 1, · · · , 4m, and there exist positive constants N,M1,M2, γ1, γ2 such that∫ t

t0
ρ+(s)ds ≤ N,

∫ t

t0
ρ−(s)ds ≤ −γ1(t − t0) + M1,∫ t

t0
%(s)ds ≤ −γ2(t − t0) + M2. (3.3)

Then, system (2.4) can be stabilized in fixed-time under controller (3.1). Equivalently, the quaternion-
valued BAMNNs (2.1) can be stabilized in fixed-time.

Proof. Choosing the Lyapunov functional as below

V(t) = ‖X(t)‖1 + ‖Y(t)‖1.
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Computing its derivative along trajectories (2.4), we have

dV(t)
dt

=sgnT (X(t)){−C∗(t)X(t) + A∗(t)F(Y(t)) + B∗(t)F(Y(t − τ1(t))) + ω∗(t) + U(t)}

+ sgnT (Y(t)){−D∗(t)Y(t) + Ã∗(t)G(X(t)) + B̃∗(t)G(X(t − τ2(t))) + ξ∗(t) + V(t)}

≤ −

4n∑
p=1

C∗p(t)|Xp(t)| +
4n∑

p=1

4m∑
q=1

|a∗pq(t)|L1q|Yq(t)| +
4n∑

p=1

4m∑
q=1

|b∗pq(t)|L1q|Yq(t − τ1(t))| +
4n∑

p=1

|ω∗p(t)|

−

4m∑
q=1

D∗q(t)|Yq(t)| +
4m∑
q=1

4n∑
p=1

|ã∗qp(t)|L2p|Xp(t)| +
4m∑
q=1

4n∑
p=1

|b̃∗qp(t)|L2p|Xp(t − τ2(t))|

+

4m∑
q=1

|ξ∗q(t)| −
4n∑

p=1

Kp(t)|Xp(t)| −
4n∑

p=1

Γp(t) −
4n∑

p=1

Λp(t)|Xp(t − τ2(t))| −
4m∑
q=1

Θq(t)|Yq(t)|

−

4m∑
q=1

Υq(t) −
4m∑
q=1

Ξq(t)|Yq(t − τ1(t))| + ρ(t)
4n∑

p=1

|Xp(t)|α + ρ(t)
4m∑
q=1

|Yq(t)|α

+ %(t)
4n∑

p=1

|Xp(t)|β + %(t)
4m∑
q=1

|Yq(t)|β

Thus, we get

dV(t)
dt
≤

4n∑
p=1

(−C∗p(t) +

4m∑
q=1

|ã∗qp(t)|L2p − Kp(t))|Xp(t)| +
4m∑
q=1

(−D∗q(t) +

4n∑
p=1

|a∗pq(t)|L1q − Θq(t))|Yq(t)|

+

4m∑
q=1

{

4n∑
p=1

|b∗pq(t)|L1q − Ξq(t)}|Yq(t − τ1(t))| +
4n∑

p=1

{

4m∑
q=1

|b̃∗qp(t)|L2p − Λp(t)}|Xp(t − τ2(t))|

+

4m∑
q=1

|ξ∗q(t)| −
4m∑
q=1

Υq(t) +

4n∑
p=1

|ω∗p(t)| −
4n∑

p=1

Γp(t)

+ (ρ+(t) + ρ−(t)){
4n∑

p=1

|Xp(t)|α +

4m∑
q=1

|Yq(t)|α} + %(t){
4n∑

p=1

|Xp(t)|β +

4m∑
q=1

|Yq(t)|β} (3.4)

According to Lemma 2 and condition (3.2), we have

dV(t)
dt
≤(ρ+(t) + ρ−(t)){

4n∑
p=1

|Xp(t)|α +

4m∑
q=1

|Yq(t)|α} + %(t){
4n∑

p=1

|Xp(t)|β +

4m∑
q=1

|Yq(t)|β}

≤ρ+(t)(4n + 4m)1−α{

4n∑
p=1

|Xp(t)| +
4m∑
q=1

|Yq(t)|}α + ρ−(t){
4n∑

p=1

|Xp(t)| +
4m∑
q=1

|Yq(t)|}α

+ %(t)(4n + 4m)1−β{

4n∑
p=1

|Xp(t)| +
4m∑
q=1

|Yq(t)|}β

={ρ+(t)(4n + 4m)1−α + ρ−(t)}Vα(t) + %(t)(4n + 4m)1−βVβ(t) (3.5)
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According to Lemma 1, the fixed-time stabilization of system (2.4) can be reached via controller (3.1).
Furthermore, the settling time is estimated as

Tmax =t0 +
(1 − α){(4n + 4m)1−αN + M1} + 1

γ1(1 − α)

+
(β − 1){(4n + 4m)1−αN + (4n + 4m)1−βM2} + 1

(4n + 4m)1−βγ2(β − 1)

The proof is completed.

Remark 3. Recently, most of the existing studies on QVNNs [21–26] are mainly focused on a model
with constant parameters. However, since the external disturbances widely exist, the time-varying
coefficients considered in this paper are more reasonable, which makes the QVNNs model more
general and it can be better applied to real world. Furthermore, the traditional fixed-time
convergence approach requires the derivative of the Lyapunov functional to be indefinite, which is a
significant limitation. Thus, the novel fixed-time convergence method is required to deal with this
issue.

Remark 4. Note that Theorem 1 only focuses on the situation that the activation functions and
connection weights can be decomposed into real numbers. In this way, the difficulty caused by
noncommutativity of quaternion numbers are overcome. Unfortunately, in practical engineering
systems, there are large number of quaternion-valued activations that can not be expressed explicitly
by real and imaginary parts, which can cause the invalidity of Theorem 1. Thus, it gives us the
motivation to develop a non-decomposition method for quaternion-valued BAMNNs.

Next, we will derive non-decomposition fixed-time stabilization criteria for system (2.1).

Assumption 3. Suppose that there exist positive constants l1q, l2p such that the activation functions
fq(·), gp(·) ∈ Q satisfy the following conditions

| fq(x) − fq(y)| ≤ l1q|x − y|, q = 1, · · · ,m
|gp(x) − gp(y)| ≤ l2p|x − y|, p = 1, · · · , n.

Furthermore, fq(0) = gp(0) = 0, where x, y ∈ Q.

The state-feedback controller for system (2.1) is designed as follows

up(t) =


−

1
2

kp(t)
xp(t)
|xp(t)|

−
1
2
θp(t)xp(t) −

1
2
λp(t)

|xp(t − τ2(t))|2

|xp(t)|2
xp(t)

+
ρ(t)
2

xp(t)
|xp(t)|1−α

+
%(t)
2

xp(t)
|xp(t)|1−β

, if |xp(t)| , 0

0, if |xp(t)| = 0,

vq(t) =


−

1
2
γq(t)

yq(t)
|yq(t)|

−
1
2
δq(t)yq(t) −

1
2
µq(t)

|yq(t − τ1(t))|2

|yq(t)|2
yq(t)

+
ρ(t)
2

yq(t)
|yq(t)|1−α

+
%(t)
2

yq(t)
|yq(t)|1−β

, if |yq(t)| , 0

0, if |yq(t)| = 0,

(3.6)

where 0 < α < 1, β > 1, and kp(t),θp(t), λp(t), γq(t), δq(t), µq(t) ∈ R are control gains to be determined.
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Theorem 2. Under Assumption 3, if the control gains kp(t),θp(t), λp(t), γq(t), δq(t), µq(t) satisfy the
following conditions

δq(t) ≥ −2dq(t) +

n∑
p=1

l2p(|ãqp(t)| + |b̃qp(t)|) +

n∑
p=1

l1q|apq(t)|,

θp(t) ≥ −2cp(t) +

m∑
q=1

l1q(|apq(t)| + |bpq(t)|) +

m∑
q=1

l2p|ãqp(t)|,

kp(t) ≥ 2ω̂p, γq(t) ≥ 2ξ̂q, λp(t) ≥
m∑

q=1

l2p|b̃qp(t)|, µq(t) ≥
n∑

p=1

l1q|bpq(t)| (3.7)

and there exist positive constants N,M1,M2, γ1, γ2 such that∫ t

t0
ρ+(s)ds ≤ N,

∫ t

t0
ρ−(s)ds ≤ −γ1(t − t0) + M1∫ t

t0
%(s)ds ≤ −γ2(t − t0) + M2. (3.8)

Then, the fixed-time stabilization of system (2.1) can be achieved under controller (3.6).

Proof. Choosing the Lyapunov functional as below

V(t) =

n∑
p=1

x∗p(t)xp(t) +

m∑
q=1

y∗q(t)yq(t)

Computing the derivative along trajectories (2.1), we have

dV(t)
dt

=

n∑
p=1

x∗p(t)ẋp(t) + ẋ∗p(t)xp(t) +

m∑
q=1

y∗q(t)ẏq(t) + ẏ∗q(t)yq(t)

≤

n∑
p=1

x∗p(t){−cp(t)xp(t) +

m∑
q=1

apq(t) fq(yq(t)) +

m∑
q=1

bpq(t) fq(yq(t − τ1(t))) + ωp(t) + up(t)}

+

n∑
p=1

{−cp(t)xp(t) +

m∑
q=1

apq(t) fq(yq(t)) +

m∑
q=1

bpq(t) fq(yq(t − τ1(t))) + ωp(t) + up(t)}∗xp(t)

+

n∑
q=1

y∗q(t){−dq(t)yq(t) +

n∑
p=1

ãqp(t)gp(xp(t)) +

n∑
p=1

b̃qp(t)gp(xp(t − τ2(t))) + ξq(t) + vq(t)}

+

n∑
q=1

{−dq(t)yq(t) +

n∑
p=1

ãqp(t)gp(xp(t)) +

n∑
p=1

b̃qp(t)gp(xp(t − τ2(t)))

+ ξq(t) + vq(t)}∗yq(t). (3.9)

From the feedback controller (3.6), we yield

x∗p(t)up(t) + u∗p(t)xp(t)
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=2x∗p(t){−
1
2

kp(t)
xp(t)
|xp(t)|

−
1
2
θp(t)xp(t) −

1
2
λp(t)

|xp(t − τ2(t))|2

|xp(t)|2
xp(t)

+
1
2
ρ(t)

xp(t)
|xp(t)|1−α

+
1
2
%(t)

xp(t)
|xp(t)|1−β

}

= − kp(t)|xp(t)| − θp(t)|xp(t)|2 − λp(t)|xp(t − τ2(t))|2 + ρ(t)|xp(t)|α+1 + %(t)|xp(t)|β+1 (3.10)

y∗q(t)vq(t) + v∗q(t)yq(t)

=2y∗q(t){−
1
2
γq(t)

yq(t)
|yq(t)|

−
1
2
δq(t)yq(t) −

1
2
µq(t)

|yq(t − τ1(t))|2

|yq(t)|2
yq(t)

+
1
2
ρ(t)

yq(t)
|yq(t)|1−α

+
1
2
%(t)

yq(t)
|yq(t)|1−β

}

= − γq(t)|yq(t)| − δq(t)|yq(t)|2 − µq(t)|yq(t − τ1(t))|2 + ρ(t)|yq(t)|α+1 + %(t)|yq(t)|β+1 (3.11)

According to Lemma 3, we get

n∑
p=1

{x∗p(t)ωp(t) + ω∗p(t)xp(t)} ≤ 2
n∑

p=1

|xp(t)||ωp(t)| ≤ 2
n∑

p=1

|xp(t)|ω̂p, (3.12)

m∑
q=1

{y∗q(t)ξq(t) + ξ∗q(t)yq(t)} ≤ 2
m∑

q=1

|yq(t)||ξq(t)| ≤ 2
m∑

q=1

|yq(t)|ξ̂q, (3.13)

n∑
p=1

m∑
q=1

{x∗p(t)apq(t) fq(yq(t)) + f ∗q (yq(t))a∗pq(t)xp(t)}

≤

n∑
p=1

m∑
q=1

2|apq(t)||xp(t)|l1q|yq(t)| ≤
n∑

p=1

m∑
q=1

l1q|apq(t)|(|yq(t)|2 + |xp(t)|2), (3.14)

n∑
p=1

m∑
q=1

x∗p(t)bpq(t) fq(yq(t − τ1(t))) +

n∑
p=1

m∑
q=1

f ∗q (yq(t − τ1(t)))b∗pq(t)xp(t)

≤

n∑
p=1

m∑
q=1

l1q|bpq(t)|(|yq(t − τ1(t))|2 + |xp(t)|2) (3.15)

y∗q(t)ãqp(t)gp(xp(t)) + g∗p(xp(t))ã∗qp(t)yq(t) ≤ l2p|ãqp(t)|(|yq(t)|2 + |xp(t)|2), (3.16)

y∗q(t)b̃qp(t)gp(xp(t − τ2(t))) + g∗p(xp(t − τ2(t)))b̃∗qp(t)yq(t) ≤ l2p|b̃qp(t)|(|yq(t)|2 + |xp(t − τ2(t))|2) (3.17)

Combining the above inequalities, we have

dV(t)
dt
≤

n∑
p=1

{−2cp(t) +

m∑
q=1

l1q(|apq(t)| + |bpq(t)|) +

m∑
q=1

l2p|ãqp(t)| − θp(t)}|xp(t)|2

+

m∑
q=1

{−2dq(t) +

n∑
p=1

l2p(|ãqp(t)| + |b̃qp(t)|) +

n∑
p=1

l1q|apq(t)| − δq(t)}|yq(t)|2
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+

n∑
p=1

{2ω̂p − kp(t)}|xp(t)| +
m∑

q=1

{2ξ̂q − γq(t)}|yq(t)|

+

m∑
q=1

{ n∑
p=1

l1q|bpq(t)| − µq(t)}|yq(t − τ1(t))|2 +

n∑
p=1

{

m∑
q=1

l2p|b̃qp(t)| − λp(t)}|xp(t − τ2(t))|2

+ ρ(t){
n∑

p=1

|xp(t)|α+1 +

m∑
q=1

|yq(t)|α+1} + %(t){
n∑

p=1

|xp(t)|β+1 +

m∑
q=1

|yq(t)|β+1
}
. (3.18)

According to Lemma 2 and the condition in (3.7), we get

dV(t)
dt
≤(ρ+(t) + ρ−(t)){

n∑
p=1

|xp(t)|α+1 +

m∑
q=1

|yq(t)|α+1} + %(t){
n∑

p=1

|xp(t)|β+1 +

m∑
q=1

|yq(t)|β+1}

≤ρ+(t)(n + m)
1−α

2 {

n∑
p=1

|xp(t)|2 +

m∑
q=1

|yq(t)|2}
α+1

2 + ρ−(t){
n∑

p=1

|xp(t)|2 +

m∑
q=1

|yq(t)|2}
α+1

2

+ %(t)(n + m)
1−β

2 {

n∑
p=1

|xp(t)|2 +

m∑
q=1

|yq(t)|2}
β+1

2

={ρ+(t)(n + m)
1−α

2 + ρ−(t)}V(t)
α+1

2 + (n + m)
1−β

2 %(t)V(t)
β+1

2 . (3.19)

Thus, the fixed-time stabilization of system (2.1) can be achieved under feedback controller (3.6).
Furthermore, the settling time is estimated as

Tmax =t0 +
(1 − α)((n + m)

1−α
2 N + M1) + 1

γ1(1 − α)
+

(β − 1)((n + m)
1−α

2 N + (n + m)
1−β

2 M2) + 1

(n + m)
β−1

2 γ2(β − 1)
. (3.20)

The proof is completed.

Remark 5. In most of the existing literature on the stability of NNs [22–25], the derivative of the
Lyapunov functions are required to be negative definite, which is a strong limitation in practical use.
Compared with that, since ρ(t) can be chosen as positive value, the derivative of the Lyapunov function
in this work may not be negative definite. Thus, our result can be applied to a broader engineering
area since the limitation of traditional Lyapunov functions are relaxed here.

Remark 6. The model proposed in this work combines both the characteristics of QVNNs and
BAMNNs. As we know, the BAMNNs have a great information association and information memory
ability. On the other hand, the imaginary parts of the quaternion neuron can better describe the
human visual neuron cells and deal with multidimensional data more efficiently. Based on these
strong engineering background, the BAM QVNNs model has a good application prospect and
deserves further investigation.

It is well known that an adaptive control strategy can greatly reduce the control strength. In the
following, we further investigate the fixed-time stabilization via an adaptive method. The update law
for the adaptive parameters in controller (3.6) is

k̇p(t) = |xp(t)| + (
1
2

)
α+1

2 ρ(t)|kp(t) − kp|
αsgn(kp(t) − kp) + (

1
2

)
β+1

2 %(t)|kp(t) − kp|
βsgn(kp(t) − kp),
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θ̇p(t) = |xp(t)|2 + (
1
2

)
α+1

2 ρ(t)|θp(t) − θp|
αsgn(θp(t) − θp) + (

1
2

)
β+1

2 %(t)|θp(t) − θp|
βsgn(θp(t) − θp),

λ̇p(t) = |xp(t − τ2(t))|2 + (
1
2

)
α+1

2 ρ(t)|λp(t) − λp|
αsgn(λp(t) − λp)

+ (
1
2

)
β+1

2 %(t)|λp(t) − λp|
βsgn(λp(t) − λp),

γ̇q(t) = |yq(t)| + (
1
2

)
α+1

2 ρ(t)|γq(t) − γq|
αsgn(γq(t) − γq) + (

1
2

)
β+1

2 %(t)|γq(t) − γq|
βsgn(γq(t) − γq),

δ̇q(t) = |yq(t)|2 + (
1
2

)
α+1

2 ρ(t)|δq(t) − δq|
αsgn(δq(t) − δq) + (

1
2

)
β+1

2 %(t)|δq(t) − δq|
βsgn(δq(t) − δq),

µ̇q(t) = |yq(t − τ1(t))|2 + (
1
2

)
α+1

2 ρ(t)|µq(t) − µq|
αsgn(µq(t) − µq)

+ (
1
2

)
β+1

2 %(t)|µq(t) − µq|
βsgn(µq(t) − µq) (3.21)

where p = 1, · · · , n, q = 1, · · · ,m, 0 < α < 1, β > 1. kp, θp, λp, γq, δq, µq are positive constants to be
determined.

Assumption 4. Suppose that the time-varying coefficients apq(t), bpq(t), ãpq(t), b̃pq(t) are bounded,
cp(t), dq(t) are lower bounded. i.e., there exist positive constants aM

pq, bM
pq,ãM

pq, b̃
M
pq, cm

p , d
m
q such that

|apq(t)| ≤ aM
pq, |bpq(t)| ≤ bM

pq, |ãpq(t)| ≤ ãM
pq, |b̃M

pq(t)| ≤ b̃M
pq, cp(t) ≥ cm

p , and dq(t) ≥ dm
q .

Theorem 3. Under Assumption 3 and 4, if the condition (3.8) in Theorem 2 holds. Then, the fixed-time
stabilization of system (2.1) can be achieved under controller (3.6) and adaptive law (3.21).

Proof. Considering the Lyapunov functional as below

V(t) = V1(t) + V2(t)

and

V1(t) =

n∑
p=1

x∗p(t)xp(t) +

m∑
q=1

y∗q(t)yq(t)

V2(t) =
1
2

n∑
p=1

(kp(t) − kp)2 +
1
2

n∑
p=1

(θp(t) − θp)2 +
1
2

n∑
p=1

(λp(t) − λp)2 +
1
2

m∑
q=1

(γq(t) − γq)2

+
1
2

m∑
q=1

(δq(t) − δq)2 +
1
2

m∑
q=1

(µq(t) − µq)2 (3.22)

where the parameters are

δq = −2dm
q +

n∑
p=1

l2p(ãM
qp + b̃M

qp) +

n∑
p=1

l1qaM
pq,

θp = −2cm
p +

m∑
q=1

l1q(aM
pq + bM

pq) +

m∑
q=1

l2pãM
qp,
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kp = 2ω̂p, γq = 2ξ̂q, µq =

n∑
p=1

l1qbM
pq, λp =

m∑
q=1

l2pb̃M
qp (3.23)

Calculating the derivative of V2(t), we get

dV2(t)
dt

=

n∑
p=1

(kp(t) − kp)k̇p(t) +

n∑
p=1

(θp(t) − θp)θ̇p(t) +

n∑
p=1

(λp(t) − λp)λ̇p(t)

+

m∑
q=1

(γq(t) − γq)γ̇q(t) +

m∑
q=1

(δq(t) − δq)δ̇q(t) +

m∑
q=1

(µq(t) − µq)µ̇q(t)

=

n∑
p=1

(kp(t) − kp)|xp(t)| +
n∑

p=1

(θp(t) − θp)|xp(t)|2 +

n∑
p=1

(λp(t) − λp)|xp(tτ)|2

+

m∑
q=1

(γq(t) − γq)|yq(t)| +
m∑

q=1

(δq(t) − δq)|yq(t)|2 +

m∑
q=1

(µq(t) − µq)|yq(tτ)|2

+ ρ(t)
n∑

p=1

(
1
2

)
α+1

2 {|kp(t) − kp|
α+1 + |θp(t) − θp|

α+1 + |λp(t) − λp|
α+1}

+ ρ(t)
m∑

q=1

(
1
2

)
α+1

2 {|γq(t) − γq|
α+1 + |δq(t) − δq|

α+1 + |µq(t) − µq|
α+1}

+ %(t)
n∑

p=1

(
1
2

)
β+1

2 {|kp(t) − kp|
β+1 + |θp(t) − θp|

β+1 + |λp(t) − λp|
β+1}

+ %(t)
m∑

q=1

(
1
2

)
β+1

2 {|γq(t) − γq|
β+1 + |δq(t) − δq|

β+1 + |µq(t) − µq|
β+1} (3.24)

Combining (3.24) with (3.19) in Theorem 2, and applying Assumption 3, we have

dV(t)
dt
≤ρ(t)

n∑
p=1

{|xp(t)|α+1 + (
|kp(t) − kp|

2

2
)
α+1

2 + (
|θp(t) − θp|

2

2
)
α+1

2 + (
|λp(t) − λp|

2

2
)α+1}

+ ρ(t)
m∑

q=1

{|yq(t)|α+1 + (
|γq(t) − γq|

2

2
)
α+1

2 + (
|δq(t) − δq|

2

2
)
α+1

2 + (
|µq(t) − µq|

2

2
)
α+1

2 }

+ %(t)
n∑

p=1

{|xp(t)|β+1 + (
|kp(t) − kp|

2

2
)
β+1

2 + (
|θp(t) − θp|

2

2
)
β+1

2 + (
|λp(t) − λp|

2

2
)
β+1

2 }

+ %(t)
m∑

q=1

{|yq(t)|β+1 + (
|γq(t) − γq|

2

2
)
β+1

2 + (
|δq(t) − δq|

2

2
)
β+1

2 + (
|µq(t) − µq|

2

2
)
β+1

2 } (3.25)

According to Lemma 2, we yield

dV(t)
dt
≤{(4n + 4m)

1−α
2 ρ+(t) + ρ−(t)}V

α+1
2

1 (t) + (4n + 4m)
1−β

2 %(t)V
β+1

2
2 (t) (3.26)
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Based on above discussion, system (2.1) can be stabilized with the fixed-time controller (3.6) and the
adaptive law (3.21). According to Lemma 1, the settling time can be estimated as

Tmax =t0 +
(1 − α)((4n + 4m)

1−α
2 N + M1) + 1

γ1(1 − α)

+
(β − 1){(4n + 4m)

1−α
2 N + (4n + 4m)

1−β
2 M2} + 1

(4n + 4m)
β−1

2 γ2(β − 1)
(3.27)

Remark 7. In many previous studies on NNs [21–25], the time-varying delays are assumed to be
bounded or derivative bounded. Compared with that, the time-varying delays τ1(t), τ2(t) considered in
our paper do not have such restrictions. The basic assumption τ(t) ≤ τ, τ̇(t) ≤ 1 is removed. Thus, the
network model proposed in this work is more general and our research is very meaningful.

Remark 8. In Theorem 2 and 3, the QVNNs is coped with its quaternion form without a decomposition.
Therefore, it can be used to deal with the activations or connection weights that cannot be explicitly
expressed as real and imaginary parts, which make our results more general and promising for real
applications. However, a disadvantage of this approach is that the Hamilton rule has not been fully
taken into consideration, thus the effect of the sign of each real and imaginary parts are neglected.
Hence, both decomposition and non-decomposition method are proposed in our work.

Remark 9. In [11–15], the dynamical behaviors of NNs are investigated by linear feedback control.
The drawback of traditional feedback control is that the control gains must be maximal. Compared with
that, by applying the adaptive method in this work, the control strength can be effectively decreased.
Another advantage is that we even do not need to calculate the exact value of control gains, which is
quite meaningful in real applications.

4. Numerical examples

To verify the effectiveness of our theoretical results, some simulation examples are presented.
Firstly, we consider the simulation of Theorem 1.

Example 1. Consider the following time-varying BAM QVNNs

dxp(t)
dt

= − cp(t)xp(t) +

2∑
q=1

apq(t) fq(yq(t)) +

2∑
q=1

bpq(t) fq(yq(t − τ1(t))) + ωp(t) + up(t)

dyq(t)
dt

= − dq(t)yq(t) +

2∑
p=1

ãqp(t)gp(xp(t)) +

2∑
p=1

b̃qp(t)gp(xp(t − τ2(t))) + ξq(t) + vq(t) (4.1)

where d1(t) = d2(t) = 2 + | cos t|, c1(t) = c2(t) = 1 + | sin t|, ωp(t) = sin(t), ξq(t) = − cos(t). The
transmission delay is τ1(t) = 0.5 sin(t) + 0.5, τ2(t) = 0.5 cos(t) + 0.5. The time-varying connection
weights are given as below.

apq(t) =
1

1 + t2 +
1

1 + t
i +

1

1 +
√

t
j +

1
1 + t

k, bpq(t) =
sin t
1 + t

+ cos t · i + sin t · j +
sin t

1 +
√

t
k
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ãqp(t) = cos t +
1

1 + t
i +

1

1 +
√

t
j +

1
1 + t

k, b̃qp(t) = sin t +
cos t
1 + t

· i + sin t · j +
sin t

1 +
√

t
k

The activation functions are chosen as

fq(xq(t)) = − 0.8 sin(xR
q (t)) + 0.6 cos(xI

q(t))i − 0.8 cos(xJ
q(t)) j + 0.6 sin(xK

q (t))}k, q = 1, 2.

gp(xp(t)) = − 0.5 sin(xR
p(t)) + 0.5 cos(xI

p(t))i − 0.5 cos(xJ
p(t)) j + 0.5 sin(xK

p (t))}k, p = 1, 2.

Based on the above conditions, it is not difficult to check that
L1 = diag(0.8, 0.8, 0.6, 0.6, 0.8, 0.8, 0.6, 0.6), L2 = diag(0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5). Thus, the
conditions in Assumption 1, 2 are satisfied. Applying the quaternion decomposition, the real-valued
compact system is achieved as

dX(t)
dt

= −C∗(t)X(t) + A∗(t)F(Y(t)) + B∗(t)F(Y(t − τ1(t))) + ω∗(t) + U(t),

dY(t)
dt

= − D∗(t)Y(t) + Ã∗(t)G(X(t)) + B̃∗(t)G(X(t − τ2(t))) + ξ∗(t) + V(t).
(4.2)

The feedback controller is in the following form

U(t) = − K(t)X(t) − Γ(t)sgn(X(t)) − Λ(t)S GN(X(t))|X(t − τ2(t))|
+ ρ(t)S GN(X(t))|X(t)|α + %(t)S GN(X(t))|X(t)|β,

V(t) = − Θ(t)Y(t) − Υ(t)sgn(Y(t)) − Ξ(t)S GN(Y(t))|Y(t − τ1(t))|
+ ρ(t)S GN(Y(t))|Y(t)|α + %(t)S GN(Y(t))|Y(t)|β (4.3)

where Kp(t) = 7 − | sin t|, Γp(t) = 1, Λp(t) = 8, Θq(t) = 10.8 − | cos t|, Υq(t) = 1, Ξq(t) = 12.8,
ρ(t) = 1

1+t2 −
t
2 | cos t|, %(t) = −t| sin t|. It can be checked that

Kp(t) ≥ −C∗p(t) +

4m∑
q=1

|ã∗qp(t)|L2p, Θq(t) ≥ −D∗q(t) +

4n∑
p=1

|a∗pq(t)|L1q,

Λp(t) ≥
4m∑
q=1

|b̃∗qp(t)|L2p, Ξq(t) ≥
4n∑

p=1

|b∗pq(t)|L1q, Γp(t) ≥ |ω∗p(t)|, Υq(t) ≥ |ξ∗q(t)|,∫ t

t0
ρ+(s)ds ≤ N,

∫ t

t0
ρ−(s)ds ≤ −γ1(t − t0) + M1,

∫ t

t0
%(s)ds ≤ −γ2(t − t0) + M2 (4.4)

Therefore, Kp(t), Γp(t), Λp(t), Θq(t), Ξq(t), Υq(t) satisfy condition (3.2), and ρ(t), %(t) satisfy condition
(3.8) with N = π

2 , γ1 = 2
3π,M1 = 1, γ2 = 4

3π,M2 = 2. Thus, the conditions in Theorem 1 are satisfied
so that system (4.2) can be stabilized with fixed-time controller (4.3). Choosing 10 initial values in the
interval [−0.5, 0.5], it is depicted in Figures 1–4 that each imaginary part of system (4.1) will converge
to zero with fixed-time controller (4.3). Thus, the correctness of Theorem 1 is verified.
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Figure 1. The state trajectories of xR
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1 (t), yR

2 (t) of system (4.1) under controller
(4.3).
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Figure 2. The state trajectories of xI
1(t), xI

2(t), yI
1(t), yI

2(t) of system (4.1) under controller
(4.3).

0 2 4 6 8 10
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

t

xJ (t
),

yJ (t
)

 

 

x
1
J(t)

x
2
J(t)

y
1
J(t)

y
2
J(t)

Figure 3. The state trajectories of xJ
1(t), xJ

2(t), yJ
1(t), yJ

2(t) of system (4.1) under controller
(4.3).
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Figure 4. The state trajectories of xK
1 (t), xK

2 (t), yK
1 (t), yK

2 (t) of system (4.1) under controller
(4.3).
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Next, we consider the Theorem 3.

Example 2. Consider system (4.1) under the adaptive controller (3.6) and the adaptive law (3.21) in
Theorem 3. According to the condition in Example 1, the time-varying coefficients are satisfied that
|apq(t)| ≤ aM

pq = 2, |bpq(t)| ≤ bM
pq = 2, |ãqp(t)| ≤ ãM

qp = 2, |b̃qp(t)| ≤ b̃M
qp = 2, cp(t) ≥ cm

p = 1, dq(t) ≥ dm
q =

2, l1q = 0.8, l2p = 0.5. The parameters are chosen as

δq = −2dm
q +

n∑
p=1

l2p(ãM
qp + b̃M

qp) +

n∑
p=1

l1qaM
pq = 3.2,

θp = −2cm
p +

m∑
q=1

l1q(aM
pq + bM

pq) +

m∑
q=1

l2pãM
qp = 6.4,

kp = 2ω̂p = 2, γq = 2ξ̂q = 2,

µq =

n∑
p=1

l1qbM
pq = 3.2, λp =

m∑
q=1

l2pb̃M
qp = 2 (4.5)

Thus, the conditions in Theorem 3 are satisfied. Take 10 initial random values in the interval
[−0.8, 0.8], Figures 5–8 describe the state trajectories of xR

1 (t), xI
1(t), xJ

1(t), xK
1 (t), yR

2 (t), yI
2(t), yJ

2(t),
yK

2 (t) of system (4.1) under the adaptive controller (3.6), respectively. According to our numerical
results, the fixed-time stabilization of system (4.1) can be achieved with the adaptive controller (3.6)
and the adaptive law (3.21). Thus, the effectiveness of Theorem 3 is verified.
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Figure 5. The state trajectories of xR
1 (t), xR

2 (t), yR
1 (t), yR

2 (t) of system (4.1) under adaptive
strategy.
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Figure 6. The state trajectories of xI
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2(t) of system (4.1) under adaptive
strategy.
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Figure 7. The state trajectories of xJ
1(t), xJ

2(t), yJ
1(t), yJ

2(t) of system (4.1) under adaptive
strategy.
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Figure 8. The state trajectories of xK
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2 (t), yK
1 (t), yK

2 (t) of system (4.1) under adaptive
strategy.

5. Conclusion

In this paper, the traditional BAMNNs has been extended to quaternion area. A newly fixed-time
convergence theory is employed to solve the fixed-time stabilization of time-varying BAM QVNNs,
which has a great advantage compared with traditional fixed-time control methods. Due to the non-
commutativity feature of quaternions, two different control approaches are proposed, a decomposition
and a non-decomposition method. Moreover, with the designing of an adaptive controller and an update
law, an adaptive control strategy is proposed to reduce the control cost and improve the efficiency.
Lastly, numerical examples are given to verify our results.

Our future research will focus on these directions: 1) The dynamical behavior of stochastic QVNNs,
2) The basin stability of QVNNs.

Acknowledgments

This research was supported by Scientific Research Foundation of Graduate School of Southeast
University under Grant Nos. YBPY1919 and Innovation project for College Graduates of Jiangsu
Province of China under Grant No. KYCX18-0054.

AIMS Mathematics Volume 5, Issue 4, 3089–3110.



3109

Conflict of interest

All authors declare no conflicts of interest in this paper.

References

1. G. Simmons, Calculus Gems: Brief Lives and Memorable Mathematics, New York: USA:
McGraw-Hill, 1992.

2. S. Adler, Quaternionic Quantum Mechanics and Quantum Fields, USA: Oxford Univ. Press, 1995.
3. C. Took and D. Mandic, The quaternion LMS algorithm for adaptive filtering of hypercomplex

processes, IEEE T. Signal Process., 57 (2009), 1316–1327.
4. C. Zou, K. Kou, Y. Wang, Quaternion collaborative and sparse representation with application to

color face recognition, IEEE T. Image Process., 25 (2016), 3287–3302.
5. Y. Xia, C. Jahanchahi, D. P. Mandic, Quaternion-valued echo state networks, IEEE T. Neur. Netw.

Lear. Syst., 26 (2015), 663–673.
6. T. Isokawa, T. Kusakabe, N. Matsui, et al. Quaternion neural network and its application. In:

V. Palade, R. J. Howlett, L. Jain (eds) Knowledge-Based Intelligent Information and Engineering
Systems. KES 2003. Lecture Notes in Computer Science, vol 2774. Springer, Berlin, Heidelberg.

7. S. Qin, J. Feng, J. Song, et al. A one-layer recurrent neural network for constrained complex-
variable convex optimization, IEEE T. Neur. Netw. Lear. Syst., 29 (2018), 534–544.

8. Z. Tu, J. Cao, A. Alsaedi, et al. Global dissipativity analysis for delayed quaternion-valued neural
networks, Neural Netw., 89 (2017), 97–104.

9. N. Li and J. Cao, Global dissipativity analysis of quaternion-valued memristor-based neural
networks with proportional delay, Neurocomputing, 321 (2018), 103–113.

10. Y. Liu, D. Zhang, J. Lu, Global exponential stability for quaternion-valued recurrent neural
networks with time-varying delays, Nonlinear Dyn., 87 (2017), 553–565.

11. Q. Song and X. Chen, Multistability analysis of quaternion-valued neural networks with time
delays, IEEE T. Neur. Netw. Lear. Syst., 29 (2018), 5430–5440.

12. X. Chen, Z. Li, Q. Song, et al. Robust stability analysis of quaternion-valued neural networks with
time delays and parameter uncertainties, Neural Netw., 91 (2017), 55–65.

13. X. Chen and Q. Song, State estimation for quaternion-valued neural networks with multiple time
delays, IEEE T. Syst. Man Cybern., Syst., 49 (2019), 2278–2287.

14. Y. Liu, D. Zhang, J. Lou, et al. Stability analysis of quaternion-valued neural networks:
decomposition and direct approaches, IEEE T. Neur. Netw. Lear. Syst., 29 (2018), 4201–4211.

15. R. Wei and J. Cao, Fixed-time synchronization of quaternion-valued memristive neural networks
with time delays, Neural Netw., 113 (2019), 1–10.

16. B. Kosko, Adaptive bidirectional associative memories, Appl. Opt., 26 (1987), 4947–4960.
17. B. Kosko, Bidirectional associative memories, IEEE T. Syst. Man Cybern., Syst., 18 (1988),

49–60.
18. X. Li, D. O’Regan, H. Akca, Global exponential stabilization of impulsive neural networks with

unbounded continuously distributed delays, IMA J. Appl. Math., 80 (2015), 85–99.
19. Y. Li and C. Li, Matrix measure strategies for stabilization and synchronization of delayed BAM

neural network, Nonlinear Dyn., 84 (2016), 1759–1770.

AIMS Mathematics Volume 5, Issue 4, 3089–3110.



3110

20. C. Chen, L. Li, H. Peng, et al. Fixed-time synchronization of memristor-based BAM neural
networks with time-varying discrete delay, Neural Netw., 96 (2017), 47–54.

21. D. Wang, L. Huang, L. Tang, Dissipativity and synchronization of generalized BAM neural
networks with multivariate discontinuous activations, IEEE T. Neur. Netw. Lear. Syst., 29 (2018),
3815–3827.

22. Z. Zhang, R. Guo, X. Liu, et al. Lagrange exponential stability of complex-valued BAM neural
networks with time-varying delays, IEEE T. Syst. Man Cybern. Syst., (2018), 1–14.

23. Y. Cao, R. Samidurai, R. Sriraman, Robust passivity analysis for uncertain neural networks with
leakage delay and additive time-varying delays by using general activation function, Math.
Comput. Simulat., 155 (2019), 57–77.

24. Y. Cao, R. Sriraman, N. Shyamsundarraj, et al. Robust stability of uncertain stochastic complex-
valued neural networks with additive time-varying delays, Math. Comput. Simulat., 171 (2020),
207–220.

25. X. Yang and X. Li, Finite-time stability of linear non-autonomous systems with time-varying
delays, Advances in Difference Equations, 2018 (2018), 101.

26. L. Wang, Y. Shen, G. Zhang, Finite-Time Stabilization and Adaptive Control of Memristor-Based
Delayed Neural Networks, IEEE T. Neur. Netw. Lear. Syst., 28 (2017), 2648–2659.

27. X. Liu, D. Ho, Q. Song, et al. Finite-/fixed-time robust stabilization of switched discontinuous
systems with disturbances, Nonlinear Dyn., 90 (2017), 2057–2068.

28. R. Wei, J. Cao, A. Alsaedi, Finite-time and fixed-time synchronization analysis of inertial
memristive neural networks with time-varying delays, Cogn. Neurodyn., 12 (2018), 121–134.

29. J. Hu, G. Sui, X. Lv, et al. Fixed-time control of delayed neural networks with impulsive
perturbations, Nonlinear Analysis: Modelling and Control, 23 (2018), 904–920.

30. Z. Wang, J. Cao, Z. Cai, et al. Anti-synchronization in fixed time for discontinuous reaction-
diffusion neural networks with time-varying coefficients and time delay, IEEE T. Cybernetics,
(2019), 1–12.

31. R. Wei, J. Cao, M. Abdel-Aty, Fixed-time synchronization of second-order MNNs in quaternion
field, IEEE T. Syst. Man Cybern. Syst., (2019), 1–12.

32. L. Wang, Y. Shen, Q. Yin, et al. Adaptive synchronization of memristor-based neural networks with
time-varying delays, IEEE T. Neur. Netw. Lear. Syst., 26 (2015), 2033–2042.

33. C. Chen, L. Li, H. Peng, et al. Adaptive synchronization of memristor-based BAM neural networks
with mixed delays, Appl. Math. Comput., 322 (2018), 100–110.

34. Z. Yang, B. Luo, D. Liu, et al. Adaptive synchronization of delayed memristive neural networks
with unknown parameters, IEEE T. Syst. Man Cybern. Syst., 50 (2020), 539–549.

35. H. Zhang, N. Pal, Y. Sheng, et al. Distributed adaptive tracking synchronization for coupled
reaction-diffusion neural network, IEEE T. Neur. Netw. Lear. Syst., 30 (2019), 1462–1475.

36. A. Polyakov, Adaptive fuzzy neural network control for a constrained robot using impedance
learning, IEEE T. Neur. Netw. Lear. Syst., 29 (2018), 1174–1186.

c© 2020 the Author(s), licensee AIMS Press. This
is an open access article distributed under the
terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0)

AIMS Mathematics Volume 5, Issue 4, 3089–3110.

http://creativecommons.org/licenses/by/4.0

	Introduction
	Preliminaries and model formulation
	Main results
	Numerical examples
	Conclusion

