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ABSTRACT: Changes in atmospheric circulation under increasing greenhouse gas concentrations are important because

of their implications for weather extremes and associated societal risks. However, uncertainties in models and future

projections are still large and drivers behind circulation changes are not well understood. Particularly for Europe, a potential

weakening of the Atlantic meridional overturning circulation (AMOC) is considered important as it affects SST patterns

and ocean–atmosphere heat fluxes and, subsequently, European climate. Here we detect and characterize changes in

atmospheric circulation patterns over the NorthAtlantic under increasing CO2 concentrations in simulations of a very high-

resolution, fully coupled climate model (CM2.6) with a realistic representation of the AMOC. We use an objective clus-

tering technique (self-organizingmaps) and validate themodel’s clusters against reanalysis data.We compare the frequency

of those patterns in a CO2 doubling experiment, characterized by an AMOC decline, with those in a preindustrial run, and

find statistically significant changes. The most robust findings are 1) a ;30% increase in zonal flow regimes in February,

relevant for flood risk in northwestern Europe, and 2) a ;60% increase in anticyclonic (high pressure) circulation directly

west of the United Kingdom in August, relevant for western and central European drought. A robust decrease in the

frequency of Scandinavian blocking is also seen across most months and seasons. Despite the uncertainties regarding

atmospheric circulation response to climate change, our findings contribute to the increasing evidence for the emergence of

robust high-impact changes over Europe.

KEYWORDS: North Atlantic Ocean; Atmospheric circulation; Climate change; Climate classification/regimes; General

circulation models; Europe; Teleconnections

1. Introduction

In a warming world, a simple shift of the temperature dis-

tribution toward warmer values leads to a strong increase in

hot extremes. Also, based on the Clausius–Clapeyron equa-

tion, we can expect more extreme precipitation, as every de-

gree of warming increases atmospheric water holding capacity

by 7% (Coumou and Rahmstorf 2012). With warming, more

precipitation occurs as rain instead of snow and snow melts

earlier in the year. Those factors combined lead to increased

runoff and risk of flooding in late winter/early spring, but also

to enhanced risk of drought in summer, especially over the

continents (Trenberth 2011).

On a global scale, a poleward expansion of the tropics, with

an accompanying shift of the subtropical dry zones, midlatitude

jets, and storm tracks, has been detected over the past few

decades (Vallis et al. 2015; Molnos et al. 2017; Perlwitz et al.

2017). This is corroborated by model-based studies showing

this poleward shift under simulations with increasing CO2

(Chang et al. 2012; Barnes and Polvani 2013). Further, summer

circulation, in terms of the zonal-mean zonal wind, eddy kinetic

energy (EKE), amplitude of transient Rossby waves (Coumou

et al. 2015), and extratropical cyclone activity (Chang et al.

2016) has weakened over the past 40 years. Climate models

project a similar amount of boreal summer circulation weak-

ening under strong greenhouse gas forcing.

The North Atlantic is a particularly challenging region

with a distinctive atmospheric and oceanic variability that plays

an important role in shaping weather and climate over Europe

(Woollings 2010). Considerable changes have been docu-

mented during the last decades across the North Atlantic cli-

mate system, including in the atmosphere, ocean, and

cryosphere (Robson et al. 2018). Particularly for the period

2005–16, Robson et al. (2018) document an increase in the

speed of the North Atlantic jet stream in winter and a south-

ward shift of its location in summer, associated with a weak-

ening summer North Atlantic Oscillation (NAO). In response

to anthropogenic greenhouse gas forcing in models, the winter

North Atlantic storm track is expected to strengthen and ex-

tend farther east, especially on its southern flank (Ulbrich et al.

2008). Moreover, a feature observed in all seasons but more

pronounced in winter is a cooling of sea surface temperatures

(SSTs) in the North Atlantic subpolar gyre, despite an overall
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global warming pattern (Rahmstorf et al. 2015). Model simu-

lations (Stouffer et al. 2006), SST fingerprint analyses (Caesar

et al. 2018), a salinity increase in the subtropical Atlantic (Zhu

and Liu 2020), a long-term slowdown of the Florida Current

(Piecuch 2020), and recent direct measurements from the

RAPID project (Robson et al. 2014) suggest that this feature is

the result of a slowdown of theAtlantic meridional overturning

circulation (AMOC). The spatial cooling pattern seen in the

North Atlantic can be explained by such a slowdown, which

causes a reduced northward heat transport and a northward

shift of the Gulf Stream (Caesar et al. 2018). Recent work has

indeed formally attributed the warming hole over the North

Atlantic to anthropogenic greenhouse gas forcing (Chemke

et al. 2020; Keil et al. 2020). Links between the AMOC and the

variability in the North Atlantic SSTs and atmospheric circu-

lation that affects European climate have been found both in

models (Latif et al. 2019) and observations (Josey et al. 2018),

but the exact processes are complex and poorly understood

(Allan and Allan 2019), while there is evidence that models do

not adequately capture such links and their causal chains

(Simpson et al. 2018). For summer, Haarsma et al. (2015) used

state-of-the-art global climate model experiments and obser-

vations and showed that the projected higher pressure over the

British Isles is part of an atmospheric response to a deceler-

ating AMOC. Duchez et al. (2016) found that a cold SST

anomaly over the North Atlantic was present prior to the most

extreme heatwaves in central Europe since the 1980s.

Physically, the ocean cold anomaly and associated changes in

SST gradients trigger a quasi-stationary Rossby wave response

that favors high pressure and warm temperature anomalies

over Europe.

Europe has indeed seen some high-impact weather extremes

in recent years, both in winter (Kretschmer et al. 2017, 2018)

and summer (Russo et al. 2014; Kornhuber et al. 2019), and its

exposure to climate-related multiple hazards is expected to

see a progressive and strong increase under ongoing climate

change (Forzieri et al. 2016). This is particularly evident with

extremely hot summers and intense heatwaves over Europe

(Christidis and Stott 2015b; Russo et al. 2015). Soil moisture–

temperature feedbacks (Seneviratne et al. 2010) that can am-

plify temperature extremes (Vogel et al. 2017) and/or changes

in circulation might play an important role in this over-

proportional increase in European heatwaves (Horton et al.

2015; Coumou et al. 2018; Suarez-Gutierrez et al. 2020). The

intensity of some recent such heatwaves, like in the summer of

2018 (Kornhuber et al. 2019), is difficult to explain on the basis

of the direct long-term warming effect of greenhouse gas

forcing alone (Schär et al. 2004; Coumou et al. 2018). Climate

models show smaller trends than observed with fewer really

severe heatwaves (van Oldenborgh et al. 2019). Anomalous

atmospheric circulation patterns, such as a meandering jet

stream, have been linked to extreme summer weather in dif-

ferent regions of the Northern Hemisphere midlatitudes. Such

events are interconnected via circumglobal high-amplitude

Rossby waves that show preferred geographical positions and

constitute recurrent atmospheric circulation patterns in sum-

mer (Röthlisberger and Martius 2019; Teng and Branstator

2019; Kornhuber et al. 2020).

Among the most illustrative examples of large-scale

circulation–induced climate extremes during the cold season

is the record average rainfall in the United Kingdom in winter

2013/14 that led to extensive and prolonged flooding. This

exceptional rainfall was the result of a persistent sequence of

low pressure systems passing over or close to the British Isles

(Christidis and Stott 2015a), propagating along a very strong

zonally oriented North Atlantic jet stream. This generated

numerous damaging windstorms in many areas across western

Europe (Knight et al. 2017). In that winter, the frequency of

zonal regimes in January was the highest since 1871 (Schaller

et al. 2016) and the excess rainfall has been attributed to

human-induced changes of both dynamical and thermody-

namical nature (Vautard et al. 2016). Two years later, the 2015/

16 winter brought another extreme hydrological episode in the

United Kingdom, in terms of magnitude, duration, spatial ex-

tent, and impacts, adding to an apparent cluster of flood events

in the early twenty-first century (Barker et al. 2016). Blöschl
et al. (2019) demonstrated that increasing autumn and winter

rainfall has resulted in increasing floods in northwestern

Europe in the past five decades, with the northern United

Kingdom being one of the hotspots. Increases in extreme

precipitation in northwestern Europe are in turn related to the

poleward shifts of the subpolar jet and storm tracks observed

since the 1970s, which have been associated with more preva-

lent positive phases of the NAO (IPCC 2013).

Changes in atmospheric circulation are primarily controlled

by the dynamics of large-scale atmospheric motions and

strongly project on regional climate, while our understanding

of them is still limited, comprising high levels of uncertainty

(Shepherd 2014). Previous studies have mainly focused on

changes in the mean flow, looking at different properties of

atmospheric circulation, such as sea level pressure, wind, or

storm tracks, thus not accounting for the full variability. One

way to study and quantify changes there in atmospheric cir-

culation is the use of weather regimes (Vautard 1990;

Michelangeli et al. 1995; Cassou et al. 2004) that capture an

important share of atmospheric variability in a handful of

dominant patterns, thereby reducing dimensionality. The

purpose of the present study is to analyze changes in atmo-

spheric circulation patterns, or weather regimes, over the

North Atlantic sector associated with increasing CO2 in a high-

resolution coupled climate model experiment. The circulation

patterns are defined using self-organizing maps (SOMs), an

objective topology-preserving clustering algorithm based on

neural networks (Kohonen 2013), which has been extensively

used to study atmospheric circulation in the recent decades

(Sheridan and Lee 2011; Skific and Francis 2012; Lee et al.

2017; Rousi et al. 2020). We validate the modeled atmospheric

circulation patterns against reanalysis data and examine

changes in frequency of occurrence, as well as in their spatial

structure, between the preindustrial and the 2 3 CO2 run. We

find that there are significant changes in frequency that exceed

the internal variability of the model, which are impact-relevant

and are consistent with previous findings regarding changes

in the mean flow. The novelty of this work consists in the com-

bination of a validated very high-resolution model (GFDL

CM2.6), an objectivemethodof definingpatterns of atmospheric
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variability (SOMs), and a systematic study of changes therein

on a monthly basis. The choice of the model was based on its

realistic representation of the ocean circulation (Griffies et al.

2015), which is a key contributor to expected future atmo-

spheric circulation changes (Woollings et al. 2012; Haarsma

et al. 2019).

2. Data and methods

a. Data

In this study we use data from two simulation runs of the

CM2.6 coupled global climate model, which was developed at

the Geophysical Fluid Dynamics Laboratory (GFDL) of the

National Oceanic and Atmospheric Administration (NOAA).

CM2.6 has a resolution of 0.18 (10 km) for the ocean and 0.58
(50 km) for the atmosphere. The ocean contains 50 vertical

levels and a sea ice model. The very high resolution over the

ocean provides a more realistic simulation of the Gulf Stream

and theAMOC compared to coarsermodels, reducing regional

SST biases and resolvingmesoscale ocean eddies (Griffies et al.

2015). In particular, this model eliminates the bias in the sep-

aration point of the Gulf Stream from the coastline of the

United States, which is common in coarser models (Caesar

et al. 2018). For instance, for phase 5 of the Coupled Model

Intercomparison Project (CMIP5), other versions of GFDL

models were used (CM2.1 and CM3), which had a much lower

resolution both over ocean and atmosphere (Delworth et al.

2012). Therefore, the added value of CM2.6 is due to the

particularly fine ocean and atmosphere resolution. The im-

portance of fine model resolution in the representation of

weather regimes is pointed out by Dawson et al. (2012), who

compared twomodels of different resolution and found amore

realistic representation in the finer one. Similarly, Fabiano

et al. (2020) reported that state-of-the-art coupled climate

models from the PRIMAVERA project are better at re-

producing the observed Euro-Atlantic weather regimes than

their predecessors and that there is some evidence that this is

due to increased model resolution. More generally, the eddy

feedback on the mean flow, poleward heat fluxes, and frontal

structures have all shown to be strongly affected by an increase

in horizontal resolution in recent studies (Czaja et al. 2019).

The two simulations of the CM2.6 model used here have

been initialized from present-day ocean conditions, followed

by a spinup time of 100 years at constant 1860 CO2 concen-

trations (Saba et al. 2016):

1) An 80-yr run with stable CO2 concentrations fixed at pre-

industrial level as for year 1860 (PI), and

2) an 80-yr run in which CO2 increases by 1% per year over 70

years until its concentration doubles and then remains sta-

ble for the last 10 (2 3 CO2). By the end of this run, the

AMOC strength has weakened by about 3 Sv (1 Sv [
106m3 s21) (see also top panel of Fig. 1).

To study patterns of atmospheric circulation, we use the

streamfunction at the 250-hPa pressure level (c250) from the

two model runs. The streamfunction is connected to the wind

via the following equations:

u52
›c

›y
, and (1)

y5
›c

›x
, (2)

where c is the streamfunction, and u is the zonal and y the

meridional component of the wind.

We chose the streamfunction, following Branstator (2002)

and Branstator and Selten (2009), instead of geopotential

height at a certain pressure level, because the latter is readily

affected by the tropospheric warming due to increasing CO2,

and encompasses trends that makes the interpretation in terms

of changes in circulation more difficult. By using stream-

function we avoid this complication. To validate the model

data for the control run period, we use the ERA-Interim re-

analysis dataset for the 40-yr period 1979–2018 (Dee et al.

2011). For all datasets we calculate 5-day means from the daily

fields in order to eliminate transient disturbances and weather

noise. The geographical domain employed for the definition of

the weather regimes is a broader area above the Euro-Atlantic

region (308–708N, 808W–408E). For the validation, we compare

both the climatology of model and reanalysis and the SOM

clusters of the two. For the SOMclustering we use raw data and

we do not calculate anomalies or detrend the data, as we do not

want to mask the signal and the spatial patterns that occur due

to the increase of the CO2. To assess the differences in atmo-

spheric patterns under increased CO2 concentrations, we only

use the last 40 years of the transient simulation, where the

changes are more pronounced. Finally, we look at total pre-

cipitation data from the same two runs to examine the impacts

of the circulation changes.

b. Self-organizing maps

In this paper we use self-organizing maps (SOMs; Kohonen

2013) in order to obtain various patterns of atmospheric vari-

ability. The SOMs method is a machine learning iterative

technique that consists of a topological ordering algorithm and

has been widely used in many different fields in the recent

decades. Its popularity is due to several advantages compared

to other traditional clustering algorithms. First, the topological

ordering of the clusters can be useful as it provides a nonlinear

distribution of overlapping, nondiscreet continuum of states,

instead of discrete realizations as is the case with principal

component analysis and its orthogonal constraint (Hewitson

and Crane 2002). Furthermore, each of the final clusters con-

tains information not only from the data that are grouped

within it, but also from the whole data distribution, by

incorporating a neighborhood function that declines itera-

tively. As the final clusters, or SOM nodes, are topologically

ordered in a two-dimensional array, the intracluster relation-

ships are better represented and easier to visualize. Therefore,

compared to more traditional clustering techniques, such as k-

means or hierarchical clustering, SOMs provide a better rep-

resentation of the intra- and intercluster relationships of the

input data. Moreover, as a machine learning neural network–

based technique, SOMs are able to learn from the data and

thus benefit from large datasets to find the underlying patterns

(Richardson et al. 2003). Apart frommainmodes of variability,
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SOMs have been found useful in depicting transitional states

(Hewitson and Crane 2002; Sheridan and Lee 2011; Rousi et al.

2015) and nonlinear aspects of variability (Reusch et al. 2007;

Gervais et al. 2020). For all these reasons, SOMs have been

increasingly used in studies regarding atmospheric circulation

patterns, their variability, and changes therein, not only over

the North Atlantic domain (Reusch et al. 2007; Gervais et al.

2020) but also in various other regions around the world [e.g.,

the Northern Hemisphere midlatitudes (Horton et al. 2015;

Lee et al. 2017), North America (Francis et al. 2018), the

Middle East (Luong et al. 2020), East Asia (Wang et al. 2015),

Africa (Guèye et al. 2012; Quagraine et al. 2019), the Southern

FIG. 1. Description of model runs and methodology. The graph at the top shows the AMOC strength (Sv; blue

line), the global mean temperature (8C; orange line), and the CO2 concentration changes in the two model runs, PI

and 2 3 CO2. Underneath, the subsampling, the SOM clustering, and the projection of the data are described.
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Hemisphere (Chang and Johnson 2015), Australia (Alexander

et al. 2010), etc.].

One of the choices that has to be made a priori in SOMs is

the number of clusters to be used, or the size of the SOM

array. This should be a compromise between a number that

is large enough to capture the physical characteristics of

the data but still small enough so that the clusters are well

separated among them (Lee et al. 2017). A way to measure

how well the clusters are separated is the so-called variance

ratio, which is the ratio between the intercluster and the in-

tracluster distances. The larger the variance ratio the better

separated and compact are the clusters (Fabiano et al. 2020).

Moreover, a relatively small number of patterns remains

manageable as dimensionality is reduced. Here, we tried dif-

ferent numbers of SOMs and decided to keep four (in a 23 2

SOM array), which matches the number of North Atlantic

weather regimes commonly identified in the literature

(Kimoto and Ghil 1993; Michelangeli et al. 1995; Yiou and

Nogaj 2004). For consistency and to facilitate comparison

among months we choose to use four SOMs for all months.

This is optimal for winter but may not be so for summer when

the higher spatial variability of the atmospheric circulation

makes it more difficult to identify a set of fixed patterns/

weather regimes, as discussed in Cortesi et al. (2019).

Nevertheless, we find that robust changes in summer atmo-

spheric circulation patterns are consistent among four and six

SOMs (not shown) and thus we choose to continue the

analysis for four SOMs in all months.

The SOM training process starts with a random initialization

of the initial weight vectors. Then, some random input data

vector x is selected and the best matching unit (BMU) for it is

chosen based on theminimum distance, using a distance metric

such as the Euclidean distance that was used here. After this

step, the BMU (ck) is updated, becoming more similar to the

input data vector that was just assigned to it, according to a

learning rate parameter a and the following update function:

c
k
(t1 1)5 c

k
(t)1a(t)3h

ck
(t)3 [x(t)2 c

k
(t)], (3)

where a is the learning rate parameter that decreases with each

iteration (t), and hck a neighborhood function, which deter-

mines how many SOM nodes surrounding the updated SOM

will be affected. Here, the bubble type neighborhood function

was used:

h
ck
(t)5F[s(t)2d

ck
], (4)

where s is the neighborhood radius that decreases with itera-

tion (t), dck is the Euclidean distance between the BMU c and

another one of the SOM nodes k, and F(x) is a step function

that takes the value 1 as long as the neighborhood radius re-

mains larger than the Euclidean distance and the value 0 when

the radius becomes equal to it.

After this step the whole process is repeated as long as the

final SOM nodes keep changing, which leads to the finalization

of the SOM array when all input data have been classified to

their BMU.

To account for the uncertainty introduced by the random

initialization of the SOM algorithm (Fort et al. 2002), we ran

100 randomly initialized SOMs of our PI data for each month

and use their mean composites as our four weather regimes and

the full distribution of their frequencies. This way we make

sure that the random initialization does not influence the ro-

bustness of our clusters. To apply the SOM algorithm we used

the latest version of the ‘‘kohonen’’ package in R (Wehrens

and Kruisselbrink 2018).

c. Changes in atmospheric circulation patterns and their
impacts

To assess the changes in patterns of atmospheric variability

under a climate change scenario we follow the steps described

below for each month separately (see also Fig. 1):

1) We perform SOM clustering on 10 sets of 40 randomly

selected years of the PI. By using several subsamples of

40 random years from the PI we account for the uncer-

tainty that may be introduced to our results due to

internal variability in the model data. For each of the

10 random subsamples we perform 10 random SOM

initializations to account for the methodological uncer-

tainty and obtain robust clusters. By the end of this step,

we have 100 sets of four SOMs, corresponding to four

weather patterns, for each month. The composites pre-

sented in the Results regarding the model validation are

the mean SOMs of all the 100 iterations for each weather

pattern and month (see Figs. 3 and 4). We also get a full

distribution of the frequencies for each of those patterns

(FPI) and a distribution of Euclidean distances (DPI). The

latter show the distance of the input data to their best

matching unit, which is the SOM they have been assigned

to. Those intracluster distances provide a metric of how

uniform the clusters are. The Euclidean distance is cal-

culated as shown in Eq. (5) and it is the same metric used

by the SOM algorithm in order to assign data units to the

SOM clusters:

d
i
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�
N

i51

(c
i
2 c

k
)2

s
, (5)

where ci is the vector of streamfunction at 250 hPa for each

of the input data i and ck is the vector of the centroid of each

of the four SOMs (1 , k , 4).

2) Then we project the 40 remaining years of the PI from each

of the 10 random subsamples on the 100 SOM sets. This is

done by assigning each of the remaining data to one of the

four SOM clusters, according to the minimum Euclidean

distance from their centroids. We call these new 100 sets

projected PI_SOMs. After this step, we have obtained the

respective mean spatial pattern of the projected PI_

SOMs, a distribution of their frequencies (FprojPI) and a

distribution of their Euclidean distances from the SOM

centroid (DprojPI).

3) Similarly, we project 100 random subsamples of 40

years with replacement from the 2 3 CO2 data on the

100 PI SOMs, again with the use of Euclidean distance

and we obtain the so-called projected 2 3 CO2_SOMs.

Each of those is similarly characterized by the mean
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spatial pattern, a distribution of frequencies (F23CO2
)

and a distribution of Euclidean distances from the

SOM centroid (D23CO2
).

4) Then we compare the frequency distributions of the two

projected sets of SOMs, PI and 2 3 CO2, in order to

examine whether there are differences in the double CO2

experiment that exceed the natural and decadal variability

of the model during the period of stable preindustrial CO2

concentrations. We calculate the relative percentage

change (RPC) between the mean frequency of the patterns

as follows:

RPC5
f
23CO2

2 f
projPI

f
projPI

3 100%, (6)

where f23CO2
is the mean frequency for each pattern of the

projected 2 3 CO2_SOMs and fprojPI is the mean fre-

quency for each pattern of the projected PI_SOMs. The

95% confidence interval of the relative change is also

presented.

We also compare the empirical cumulative distributions

(ECDFs) of the Euclidean distances from the SOM

centroid between PI and 2 3 CO2 SOMs. We test the

difference in the distributions with the Kolmogorov–

Smirnoff test and we present the ks statistic, which

is the maximum absolute distance between the two

ECDFs.

5) Finally, we calculate the percentage of emerging patterns in

the 2 3 CO2, which we define as the data that exceed the

outer boundary of a SOM.We consider the outer boundary

to be the maximum Euclidean distance of the projected PI

SOMdata from the respective PI SOM centroid. Therefore,

all the 2 3 CO2 data falling outside this threshold are

considered emerging.

Following this methodological approach, we achieve a fair

comparison between two projected sets of SOMs, without

using the data that were used to define our ‘‘original’’ SOMs.

We also account for internal and multidecadal variability of

the model data and for methodological uncertainties. In

section 3 we present in detail a winter and a summer month,

February and August; results for all months are presented in

the online supplemental material.

As a final step, in order to examine the impacts of the

changes in atmospheric circulation patterns on the pre-

cipitation regime over Europe, we first projected the mean

SOMs that were defined as described in the previous

section on the PI and 2 3 CO2 data, in order to assign each

5-day mean to its most similar SOM (based on the mini-

mum Euclidean distance from the SOM centroids) and

create a calendar of SOMs. Then, we looked at composites

of total precipitation for February and August for the

particular SOMs that showed significant changes. We

separated the thermodynamical (related to the fact that

the 2 3 CO2 run represents a warmer world) and dynam-

ical (related to the changes in frequency of the weather

regimes) effect on precipitation using the following

equations:

DP
total

5 (P
23CO2

3 f
23CO2

)2 (P
PI
3 f

PI
), (7)

DP
thermo

5 (P
23CO2

2P
PI
)3 f

PI
, (8)

DP
dyn

5DP
total

2DP
thermo

, (9)

where DPtotal is the total change in precipitation between 2 3
CO2 and PI for a certain SOM pattern, P23CO2

(PPI) is the

composite of precipitation for the SOM pattern in the 23CO2

(PI) run expressed in anomalies from the PI monthly clima-

tology (in mm per 5-day mean), and f23CO2
(fPI) is the fre-

quency of this SOM pattern in the 23 CO2 (PI) run expressed

in units of 5-day means. Also, DPthermo represents the ther-

modynamical effect, and thus the change in precipitation if no

change in frequency occurs; DPdyn shows the dynamical effect

introduced by the change in frequency of a certain SOM pat-

tern between 2 3 CO2 and PI.

Finally, we looked at changes in the length of dry spells for

August. We define a dry spell as a period of five consecutive

days that had very little precipitation. Different precipitation

thresholds can be used, depending mainly on the region and

the scope of the study. Here, we chose a threshold of precipi-

tation less than 1mm, following different previous studies fo-

cusing on the European domain (Huth et al. 2000; Moberg and

Jones 2005).

3. Results

a. Model validation

For the validation of the model, we first compare the cli-

matological wind speed between the preindustrial run of the

model (PI) and the reanalysis data (ERA-Interim, herein

ERAInt). Figure 2 shows the climatology of wind speed at

250 hPa for ERAInt (Figs. 2a,d) and the PI of the model

(Figs. 2b,e), as well as the differences between the two

(Figs. 2c,f). The results are presented here only for February

andAugust (see Fig. S1 in the online supplemental material for

the climatological zonal meanwind profiles for all months).We

can see that the model has a biased southerly shift in the jet

stream, and it does not extend far enough into Europe. This is

the case for both February andAugust (Fig. 2) and for all other

months as well (Fig. S1). Difference maps between model and

reanalysis therefore show a dipole pattern with negative dif-

ferences to the north and over Europe and positive differ-

ences to the south of the jet stream in all months. However,

we should keep in mind that the PI of the model represents

preindustrial CO2 concentrations, while ERAInt present-day

values and therefore the actual bias should be smaller than

seen in these figures. Indeed, there are several studies that

have documented a poleward shift of the North Atlantic jet

stream in reanalysis data, giving an estimation of around 18 to
the north (Archer and Caldeira 2008; Rikus 2018; Totz et al.

2018). Therefore, the bias in our model is reduced but re-

mains significant, as it is of 58–108 magnitude, depending on

the month (larger in winter; see Fig. S1). This bias in the wind

should be taken into consideration when analyzing the re-

sults, as it also affects the patterns of variability, or weather

regimes, studied.
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Next, we analyze and compare the weather regimes extracted

using SOMs for reanalysis and model data. The patterns obtained

correspond to the four well-known Euro-Atlantic regimes de-

scribed in various other studies [for a description and a visual de-

piction of those see, for example, Ferranti et al. (2015, their Fig. 1)

andFabiano et al. 2020].However, one should keep inmind thatwe

used streamfunction values at 250hPa to define our weather re-

gimes with the SOMmethod, instead of the more commonly used

combination of geopotential height at 500hPa and k-means

(Madonna et al. 2017; Matsueda and Palmer 2018; Strommen et al.

2019). Thus, it is expected that theweather regimeswe present here

and their frequency of occurrencemaynot be exactly the same as in

other studies, as these choices affect the results.

The results for themonth of February are presented inFig. 3 (see

Figs. S2–S11 in the online supplemental material for all months).

The model’s SOMs bear good similarity to those of the reanalysis

data, but the skill depends on the weather pattern. In general,

streamfunction anomalies are less pronounced in the model, while

the SOM patterns and frequencies are similar between the two. In

particular, SOM1 shows the Scandinavian blocking (ScBl) regime,

with a pronounced anticyclone over Scandinavia, which is captured

by themodel rather well, with a spatial correlation of 0.7. In SOM2

we see the Atlantic Ridge (AR), with a rather good representation

(spatial correlation of 0.7), but shifted southward in the model.

SOM3 represents a zonal circulation, or a positive NAO (Zo/

NAO1), which is the least well represented in the model, with a

spatial correlation of 0.4 and a southward bias as well. This south-

ward displacement of the weather regimes seen in SOMs 2 and 3 is

probably the reflection of the southward bias in the mean wind

speed (Fig. 2c). Last, SOM4 shows the Greenland anticyclone, or

the negative phase of the NAO (GA/NAO2), with a very good

counterpart in the model, indicated by a high spatial correlation of

0.9. Additionally, in order to evaluate the ability of the model to

reproduce the clusters seen in the reanalysis, we calculated the

variance ratio (see text in the online supplementary material and

Fig. S12) for both, following Fabiano et al. (2020), and we reached

similar conclusions; the clusters of themodel are less robust than the

ones in the reanalysis data. However, the particularly high resolu-

tion of the model used here improves the results considerably with

regard to lower-resolution models used in Fabiano et al. (2020).

For August (Fig. 4), and generally for summer months, the

pattern correlations are lower compared to winter, probably

because circulation in summer seems to be less regime-like and

rather more continuous in phase space. In addition, there is a

southward shift of the circulation patterns in the model, as in

the mean wind (Fig. 2f), which degrades the spatial correlation

values. Nevertheless, some of the summer weather patterns are

still well captured by the model. For instance, SOM3 (Fig. 4),

showing the Zo/NAO1 regime has a particularly good coun-

terpart in the model with a 0.9 spatial correlation, although its

frequency is overestimated. SOM1 is more zonal in ERAInt,

while in the model it looks more like ScBl, with a center of

positive streamfunction anomalies over Scandinavia. We

should point out, though, that both SOM1 in the model and

SOM2 in ERAInt represent atmospheric states that lie be-

tween two weather regimes, namely the ScBl and the AR, and

cannot be clearly assigned to one of them. In SOM4GA/NAO2
is seen and the model performance is better again, with a spatial

correlation of 0.6.

b. Changes in atmospheric circulation patterns under
2 3 CO2 and their impacts

Next we analyze the differences in atmospheric circulation

under increasing CO2 concentrations. First of all, the response

to this increase is characterized by a poleward and easterly shift

of the jet stream in all months (Figs. 5e and 6e for February and

FIG. 2. Model validation of wind speed (m s21) at 250 hPa for (top) February and (bottom) August. Shown are (a),(d) the ERAInt

climatology, (b),(e) the model PI climatology, and (c),(f) the differences of the two (PI 2 ERAInt).
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August respectively), which is in agreement with several model

studies (see, e.g., Barnes and Polvani 2013; Delcambre et al.

2013; Gonzalez et al. 2019).

Figure 5 presents the differences in PI and 2 3 CO2 pro-

jected SOM states for the month of February (results for all

other months are presented in the online supplementary ma-

terial; see Figs. S13–S22). The SOM spatial patterns shown in

Figs. 5a–d represent the mean of all 10000 sets for each of the

four projected 2 3 CO2_SOMs with their frequency of occur-

rence f in parentheses, as well as the relative percentage change

(RPC) in mean frequency compared to the projected PI_

SOMs. SOM3, representing the Zo/NAO1 regime, increases

substantially in occurrence frequency under 2 3 CO2 (RPC 5
30% with 95% confidence interval of 66.5%) and it becomes

the dominant pattern (f 5 28%). Figure 5f presents boxplots

for each SOM and shows that the full distribution of SOM3

shifts to higher values. SOM1, on the other hand, shows a

significant decrease in frequency (RPC5226%; 95% interval

of65%), which is also evident in a shift of the full distributions

shown in the boxplots. This is a pattern characterized by a

ridge of positive streamfunction anomalies over Scandinavia

and the United Kingdom, resembling the ScBl regime. SOM2,

with similarities to AR, shows a minor increase with RPC

of 18%, but the distribution of its frequencies becomes much

broader, indicating larger variability. SOM4, a pronounced

GA/NAO2 pattern, is essentially unchanged as compared to

PI (RPC 5 22%). Additionally, Figs. 5g–j show the cumula-

tive distributions (ECDFs) of Euclidean distances of all the

FIG. 3. Model validation for February SOM patterns. Mean streamfunction at 250 hPa (c250; dashed contour

lines plotted every 107m2 s21) and its anomaly from PI climatology (shading; all values are 3106m2 s21). The

domainmean has been removed from each pattern. ERAInt SOMs are shown in the left column and PI SOMs in the

right. The frequency of each SOM ( f ) is shown in parentheses on top of eachmap and pattern correlations between

SOM couples in the middle column.
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5-daymeans assigned to each of the four SOMs, for both PI and

2 3 CO2. In all cases the distribution of distances for the 2 3
CO2 is shifted to higher values compared to PI. However, ac-

cording to the Kolmogorov–Smirnoff test (ks), the ECDFs of

the PI and 2 3 CO2 do not differ significantly for any of the

SOMs (the ks statistic is plotted on the graphs and it shows the

maximum absolute distance between a pair of ECDFs, while its

critical value for statistical significance at a 5 0.05 for this

amount of data points and respective degrees of freedom is

around 0.2). Additionally, we see that in every SOM there are a

few units (red colored dots in the ECDF graphs of Figs. 5g–j)

that exceed the outer boundary of each SOM, as indicated by

the maximum Euclidean distance (vertical dashed line in the

ECDF graphs of Figs. 5g–j) of the projected PI SOMs from the

respective PI SOM centroids. We consider those units as newly

emerging patterns in the 2 3 CO2 as they cannot be assigned

to the original PI clusters. The frequency of occurrence of

the emerging patterns is low (ranging from 0% to 2.1% in

February) with maximum values in high winter and high

summer months (see Fig. S23). Finally, it is worth mentioning

that the increase in Zo/NAO1 weather pattern seen in

February is a feature seen in other months as well, especially

during the cold season (November–March; see respective fig-

ures in the supplementary material), with a mean increase

(RPC) of around 20%, but also in July and September (Figs.

S19 and S20). Moreover, ScBl is decreasing significantly in

frequency in all months from December to April, with a mean

RPC of 20% (Figs. S13–S16).

In Fig. 6 the results for August are presented. From the

cumulative distributions of the Euclidean distances for August

(Figs. 6g–j) we see that the clusters are more uniform than in

winter, as they have smaller intracluster distances among input

data and SOM centroids. Also, the distributions are more

similar between PI and 2 3 CO2, showing that the differences

in summer patterns are subtler compared to winter (Fig. 6f).

The most frequent pattern in 23CO2 inAugust is SOM2, with

FIG. 4. As in Fig. 3, but for August SOM patterns.
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FIG. 5. Changes in atmospheric circulation patterns under 23 CO2 for February. (a)–(d)Mean streamfunction at 250hPa (c250; contours plotted

every 107m2 s21) and its anomaly fromPI climatology (shading; all values are3106m2 s21) for the four SOMs.Thedomainmeanhas been subtracted.

Themean frequency of each projected 23 CO2_SOM(f) is shown in parentheses and next to it in a red (for increase) or blue (for decrease) box, the

relativepercentagechange (RPC) in frequencycompared to theprojectedPI_SOMmeanwith the95%confidence interval inbrackets. (e)Differences

in the climatology of the mean wind field at 250hPa between 23 CO2 and PI. Only statistically significant values (p , 0.05) are shown (shading).

Dashed contour lines show thePIwind speed (plotted every 5ms21). (f)Boxplots of frequency distributions of the four SOMs for projectedPI_SOMs

(green) and the projected 23 CO2 (red). The boxes contain the interquartile range (IQR: from the 25th percentile at the lower edge of the box to the

2286 JOURNAL OF CL IMATE VOLUME 34

Brought to you by BIBLIO DES WISSENSCHAFTSPARKS | Unauthenticated | Downloaded 03/25/21 03:02 PM UTC



f5 36% and a pronounced relative change compared to the PI

(RPC 5 162%, 95% interval 65%). This pattern is AR-like,

with a center of positive anomalies over the northeast Atlantic,

off the U.K. coast. This weather regime is increasing in fre-

quency in almost all warm season months (May–August,

Figs. S17–S19) and also in January–March (Figs. S14 and S15).

It is thus a robust circulation change, especially across the

warm season. All other SOMs present decreased frequencies in

August. SOM1, a representation of ScBl, shows an RPC

of 227%. SOM3 and SOM4, which are Zo/NAO1 and a

GA/NAO1 like regimes, decrease by an RPC of 212%

and 215%, respectively. When considering these results, one

should definitely keep in mind that the summer weather re-

gimes are not represented exceptionally well by the model;

however, when checking the robustness of the documented

changes in different SOM sizes and time aggregations (not

shown) we do find similar indications.

The pronounced increase in zonal regimes, especially during

winter, could favor excess precipitation amounts, and hence

increase flood risk, over western Europe. To test this, we

looked at how the changes in the frequency of this pattern

affect precipitation (Fig. 7). Indeed, increased precipitation is

expected over northwestern Europe, and especially over

northern United Kingdom and the southwestern coast of

Norway. The separation of thermodynamical (Fig. 7b) and

dynamical effects (Fig. 7c) shows that they both act in the same

direction, increasing precipitation over this region. The ther-

modynamical effect of being in a warmer climate has the

largest contribution to this change (;75%), and the dynamical

component further increases this trend (by;25%). Indeed, the

PDF of mean precipitation for this particular weather regime

in the 2 3 CO2 run for northwestern Europe (region shown in

the red box of Figs. 7b and 7c) is significantly shifted to larger

values compared to the PI PDF (Fig. 7d).

On the other hand, the increased frequency of occurrence of

the AR, which seems to dominate warm season months, is

likely to favor summer droughts in Europe. Figure 8 shows the

differences in precipitation due to the thermodynamical

(Fig. 8b) and the dynamical (Fig. 8c) components. The effect of

the thermodynamical component is more prominent (;60%)

and it consists of less precipitation over west and central

Europe and more precipitation over northeast and southeast

Europe. The effect of the dynamical change (;40%) is con-

sistent with that, further decreasing the precipitation amounts

and enhancing the drying of western and central Europe. To

get a better depiction of summer drought we looked at dry

spells, defined by continuous days with precipitation below

1mm and the differences between 2 3 CO2 and PI (Fig. 8d).

Dry spells are seen to increase in length in western, central, and

southern Europe by up to 8 days in August, while they show a

decrease in northeastern Europe. Figure 8e shows the PDFs of

dry spell length for PI and 2 3 CO2 for western and central

Europe (region shown in the red box of Fig. 8d) and confirms

this increased probability of occurrence of particularly long dry

spells under increasing CO2. Dry spells longer than 15 days

were practically absent in the PI run.

4. Discussion

In this work, we looked at differences in upper-atmospheric

circulation patterns between a preindustrial and a 2 3 CO2

model experiment. We defined clusters of circulation patterns

with SOMs. To account for uncertainty in themodel SOMs due

to multidecadal variability and due to SOM initialization, we

used random subsamples of the model runs and multiple ran-

domly initialized SOMs and then projected the remaining PI,

as well as 2 3 CO2 years, on those. This way we achieved an

objective classification of atmospheric circulation patterns and

we got an estimation of the uncertainties of both the method

and the internal variability of the data.

Although we used a very high-resolution coupled climate

model, the comparison to reanalysis data revealed biases in the

simulation of the mean state of wind magnitude over North

Atlantic, which is also reflected in the representation of the

atmospheric circulation patterns. Handorf and Dethloff (2012)

found that the skill of models in simulating spatial telecon-

nection patterns in the Northern Hemisphere largely depends

on the quality of the simulated zonal wind variability. Indeed,

many models show a too-zonal, southerly shifted North

Atlantic jet, especially in winter (Woollings 2010; Chang et al.

2012; Zappa et al. 2013). Nonetheless, we should account for

the fact that the preindustrial run of the model has lower CO2

concentrations than the ERAInt dataset and thus the actual

bias is somewhat reduced. However, to analyze further the

sources of biases in the model is beyond the scope of the

present study. Regarding the representation of circulation

patterns in the model, we find that best (worst) results are

obtained for winter (summer) months, which may have to do

with the fact that the number of clusters used is more optimal

for winter (Cortesi et al. 2019) whereas summer circulation is

less regime-like.

We find significant changes in the frequency of circulation

patterns in a 2 3 CO2 climate both for the cold and warm

season. This fact, in combination with the low occurrence of

emerging patterns in the 2 3 CO2, seems to confirm the hy-

pothesis of Palmer (1999) that the response of the climate

system to anthropogenic climate change is mainly manifested

in terms of changes to the frequency of natural modes of

 
75thpercentile at theupperedgeof thebox)of the values,while thewhiskers extend to1.53 IQRand theblackdots beyond themare theoutliers.The

median is represented by the horizontal line and notches around it show its 5th and 95th percentile.Mean frequency is shownwith open circle. (g)–(j)

Empirical cumulative distribution functions of the Euclidean distances for the units assigned to each of the four SOMs from the respective PI_SOM

centroid for projected PI_SOMs (green) and projected 23CO2 (red). Respective colored lines show themeanECDF.Vertical dashed lines show the

maximum Euclidean distance for projected PI_SOMs. The Kolmogorov–Smirnoff statistic (ks) is plotted on each of the ECDF graphs.
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variability and not with the emergence of new regime patterns

themselves. In February, and to a certain degree in the whole

cold season (November–March), we find a robust increase in

the frequency of zonal flow regimes, corresponding to different

flavors of the positive NAO phase (Rousi et al. 2020). This

pattern increases significantly in all months from November to

March, and also in September, May, and July. On average, for

the cold season, this zonal regime will occur around 20%more

FIG. 6. As in Fig. 5, but for August.
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often compared to the preindustrial climate. An increase in

NAO1 has been found in CMIP5 models by Gillett and Fyfe

(2013) in all seasons and especially in autumn. Recently,

Fabiano et al. (2021) documented an increase in the NAO1
frequency and persistence during the second half of the twenty-

first century in all CMIP6 models and scenarios, which they

find consistent with a squeezing of the jet around its central

position (Peings et al. 2018; Oudar et al. 2020) and with re-

duced variability of the jet (Barnes and Polvani 2013).

However, given the strongly negative NAO index during the

2009/10 and 2010/11 boreal winters, some studies suggest that

the reduced sea ice extent over the Arctic may exert an influ-

ence toward more NAO2 events (Jaiser et al. 2012). In our

results, NAO2 was found to significantly increase only in the

month of April (Fig. S15), while significantly decreasing in

7 months.

The increase in the zonal flow regime seems to reflect the

shift in the mean state, which also becomes more zonal and

shifts eastward under increasing CO2. This is in agreement with

the findings of Lau and Ploshay (2013) showing a similar re-

sponse pattern in sea level pressure over the North Atlantic

sector. The physical processes responsible for these changes

are related to changes in the tropospheric thermal structure.

The relative strength of the upper tropospheric subtropical

enhanced warming and the surface midlatitude reduced

warming modifies the meridional temperature strength and

affects the zonal wind structure according to the thermal wind

relationship (Haarsma et al. 2013). Additionally, changes in

the AMOC significantly affect the SST distribution in the

Atlantic and consequently the zonal wind in a warming cli-

mate. Woollings et al. (2012) showed that the strengthening

and eastward extension of the North Atlantic storm track is

related to the weakening of the AMOC. This is also supported

by Lau and Ploshay (2013), who found that an enhanced me-

ridional SST gradient over the northwestern Atlantic due to

the cooling trend in the region is accompanied by strengthened

baroclinicity in the lower troposphere and enhanced storm

track activity toward northwestern Europe.

FIG. 7. Impacts of increasing zonal/NAO1 regime (SOM3 as seen in Fig. 5c) on precipitation in February. (a) Schematic representation

of the zonal/NAO1 regime with a pronounced low pressure system over Iceland and a pronounced high pressure system over the Azores.

The jet stream is depictedwith gray shading. (b) Differences in total precipitation amount (mm) for the zonal/NAO1 regime between 23
CO2 and PI over Europe: thermodynamical component. (c) As in (b), but for the dynamical component. (d) PDFs of mean precipitation

for PI (green) and 2 3 CO2 (red) for the zonal/NAO1 regime for northwestern Europe [region in the red box of (b) and (c)] and the ks

distance statistic of the two distributions [two asterisks (**) denote statistical significance at p , 0.1]. Mean (green vertical line) and

standard deviation (green dashed vertical lines) of the PI distribution are shown.

FIG. 8. Impacts of increasing Atlantic Ridge regime (SOM2 as seen in Fig. 6b) on precipitation and dry spells in August. (a) Schematic

representation of the Atlantic Ridge regime with an extended blocking high pressure system over northeastern Atlantic/western Europe.

The jet stream is depicted with gray shading. (b) Differences in total precipitation amount (mm) for the AR regime between 23CO2 and

PI over Europe: thermodynamical component. (c) As in (b), but for the dynamical component. (d) Differences in dry spell length (in days)

for theAR regime between 23CO2 and PI over Europe. (e) PDFs of dry spell length for PI (green) and 23CO2 (red) for the AR regime

for western/central Europe (region in the red box of panel d) and the ks distance statistic of the two distributions [two asterisks (**) denote

statistical significance at p , 0.1]. Mean (green vertical line) and standard deviation (green dashed vertical lines) of the PI distribution

are shown.
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An increase in strong zonal flow regimes over the Atlantic

presents an increased flood risk as such regimes are connected

to warmer than normal temperatures, stormier weather, and

heavy rainfall over northwestern Europe and the United

Kingdom in particular. The winter of 2013/14 for example, was

extreme in terms of rainfall amounts and prolonged flooding in

the United Kingdom as a result of this type of circulation

(Knight et al. 2017). According to Christidis and Stott (2015b)

it is reasonable to assume that climate change has increased the

risk of such extremes by increasing the frequency of the rele-

vant atmospheric circulation patterns. Indeed, Vautard et al.

(2016) attribute the excess rainfall of that winter to human-

induced changes, of both thermodynamical and dynamical

nature. They find that the zonal regime, which is the wettest,

increases in frequency when comparing a factual (with green-

house gas and aerosol concentrations as observed today) to

a counterfactual (with the anthropogenic forcing removed)

world, while the amount of precipitation it brings is also larger

for events of the same return period. In general, a more zonal

North Atlantic jet stream in winter has high-impact implica-

tions on flood risk and economic loss, wave activity, and coastal

soil erosion (Castelle et al. 2017), wind and solar energy po-

tential (van derWiel et al. 2019), and others.While uncertainty

remains with respect to future circulation changes (Shepherd

2014), this strong zonal flow regime now emerges as a robust

feature based on a range of studies that use different climate

models, circulation metrics and observational analyses (van

Ulden and van Oldenborgh 2006; Schaller et al. 2016). We

showed that the 30% increase in relative occurrence-frequency

of this regime in February, as reported here, will result in ex-

cess rainfall over northwestern Europe, acting on top of the

thermodynamically induced increase of rainfall in the region.

Therefore, this increase, combined with the enhanced water-

holding capacity of warmer air and long-term sea level rise,

presents enhanced compound flood risks for the United

Kingdom, the Netherlands, and other northwestern European

countries (Ward et al. 2018).

In August (and also in the extended warm season May–

August), we see a substantial increase by;60% (;40%) of the

Atlantic Ridge regime, which corresponds to increased pres-

sure directly off the coast of the United Kingdom. Again, this

emerges as a robust finding consistent with previous studies

regarding changes in summer circulation over the North

Atlantic. The higher pressures over the British Isles enhance

easterly winds and amplify continental warming and drying of

western Europe (Haarsma et al. 2009). Indeed, we could show

that under increased occurrence of this weather regime in a

warming world, precipitation amounts will be smaller and dry

spells will become longer in western and central Europe. Lau

and Ploshay (2013) found that in summer the projected en-

hancement of convection over the eastern tropical Pacific is

accompanied by a wave train toward North America, the

North Atlantic, and Europe, associated with weakened storm

track activity at 408–508Nand an eddy forcing pattern similar to

the summertime SLP response in the late twenty-first century.

This region of increased pressure is evident in the upper at-

mosphere in our results for all warm season months. Our re-

sults are also consistent with the findings by Lehmann et al.

(2014) who show that under global warming the CMIP5 model

ensemble shows substantial decrease in storm track activity

during boreal summer.

Like for winter, changes in oceanic currents seem to play a

significant role in this change during summer as well. The

slowdown of the AMOC causes a reduction in the associated

northward heat transport and a cooling of the North Atlantic

(Caesar et al. 2018) that may trigger extreme heatwaves over

central Europe (Duchez et al. 2016). By performing idealized

model experiments, Haarsma et al. (2015) showed that the

decline of the AMOC is the primary cause of the anomalous

high pressure system west of the United Kingdom. Our results

seem to confirm these findings as the AMOC decline in the 23
CO2 run of the CM2.6 model may well be one of the drivers of

the increased frequency of high-pressure systems over north-

eastern Atlantic in summer. This kind of weather pattern con-

figuration can result from a circumglobal Rossby wave pattern

characterized by a strongly meandering jet stream, such as in

many recent summers with simultaneous extremes over the

Northern Hemisphere midlatitudes, like those of 2010 and 2018

(Kornhuber et al. 2019, 2020). The ;40% increase, which rea-

ches;60% in August, in high pressure regimes over the United

Kingdom, as reported here, poses substantial drought risks for

Europe. The resulting easterly continental flow that brings dry

air, in combination with the more rapid drying of soils when the

overlying atmosphere is warmer, similar to the situation in 2018,

imposes high-end risks for society, including extreme heat

waves, wildfires, and harvest failures.

Further we see, across all months and seasons, a decrease in

frequency of the Scandinavian blocking under increasing CO2.

Such a decrease could have some positive implications, as

such a configuration of the circulation is often associated with

regional extreme weather, from heatwaves in summer to se-

vere cold in winter across western Europe and central Russia

(Woollings et al. 2018). A decrease in Scandinavian blocking

would also be positive for wind production and energy de-

mand, as during this regime there is low production combined

with high demand (van der Wiel et al. 2019). Projections of the

response of Euro-Atlantic blocking to increasing greenhouse

gases indicate a reduced frequency in both winter and summer

(Matsueda et al. 2009; Masato et al. 2013; Davini and

D’Andrea 2020). It is important, though, to keep in mind that

climate models exhibit significant blocking biases (Scaife et al.

2010; Davini and D’Andrea 2016), although different studies

show that improvements may be made with increasing model

resolution (Anstey et al. 2013).

This study is based on one high-resolution GCM, which was

chosen because it provides the highest global resolution over

the ocean and thus a very realistic representation of the

AMOC and of mesoscale ocean eddies, which in turn affect the

overlying atmospheric circulation. Clearly, this is an important

advantage (Haarsma et al. 2015); however, it would be useful

to test the sensitivity of our findings in different models, such as

the CMIP6 ones, that according to Fabiano et al. (2021) have

improved compared to the CMIP5 models in representing

weather regimes, of different resolution and complexity and in

different ensembles. The methodology used here calls for

further developments, for instance the use of weather regimes
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to study circulation changes has some important advantages

but at the same time several limitations, especially for summer.

Further impact analyses, such as of extreme events, may shed

more light on the role of thermodynamical and dynamical

changes on different variables.

5. Conclusions

The main conclusions of the study can be summarized in the

following points. With the use of CM2.6, a high-resolution

coupled global climate model, and an objective clustering

method, we assessed changes in North Atlantic atmospheric

circulation patterns under increasing CO2 concentrations. We

found significant differences in frequency of occurrence of

certain patterns in all months. Those differences are robust,

and they stand out from the uncertainty and the internal var-

iability of the model. In February we see a substantial increase

(with a relative change ranging from124% to136%) of zonal

circulation regimes over the North Atlantic and western

Europe, which leads to increased precipitation over north-

western Europe posing high flood risk for these areas. In

August themost robust change (ranging from157% to167%)

is that of increased high pressure systems off the U.K. coast.

This circulation change results in less precipitation and longer

dry spells over large parts of western and central Europe, en-

hancing drought risk in summer.
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