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ABSTRACT: Recent enhanced warming and sea ice depletion in the Arctic have been put forward as potential drivers of

severe weather in the midlatitudes. Evidence of a link between Arctic warming and midlatitude atmospheric circulation is

growing, but the role of Arctic processes relative to other drivers remains unknown. Arctic–midlatitude connections in the

North Atlantic region are particularly complex but important due to the frequent occurrence of severe winters in recent

decades. Here, dynamic Bayesian networks with hidden variables are introduced to the field to assess their suitability for

teleconnection analyses. Climate networks are constructed to analyze North Atlantic circulation variability at 5-day to

monthly time scales during the winter months of the years 1981–2018. The inclusion of a number of Arctic, midlatitude, and

tropical variables allows for an investigation into the relative role of Arctic influence compared to internal atmospheric

variability and other remote drivers. A robust covariability between regions of amplifiedArctic warming and two definitions

of midlatitude circulation is found to occur entirely within winter at submonthly time scales. Hidden variables incorporated

in networks represent two distinctmodes of stratospheric polar vortex variability, capturing a periodic shift between average

conditions and slower anomalous flow. The influence of the Barents–Kara Seas region on the North Atlantic Oscillation is

found to be the strongest link at 5- and 10-day averages, while the stratospheric polar vortex strongly influences jet vari-

ability on monthly time scales.
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1. Introduction

The Arctic has warmed at more than twice the speed of the

global average since the mid-twentieth century, and at more

than 6 times the average between 1998 and 2012 (Huang et al.

2017). This process, known as Arctic amplification (AA), is

particularly strong in boreal winter. Concurrently, the heavily

populated regions of western Europe and the eastern coast of

the United States have experienced several cold outbreaks

during the winters of recent years. A multitude of studies are

supportive of a link between AA and midlatitude circulation

(e.g., Samarasinghe et al. 2019; Blackport and Screen 2019),

cold-air outbreaks (e.g., Kim et al. 2014; Chen and Luo 2017),

and the NorthAtlantic Oscillation (NAO) (e.g., Pedersen et al.

2016). The strength of the connection between AA and mid-

latitude circulation remains uncertain; the importance of the

linkage relative to other factors such as internal midlatitude

variability, tropical forcing, and the stratospheric polar vortex

currently represents a striking gap in our knowledge. In addition,

the regional and intermittent nature of linkages means that

direct effect attribution studies using Arctic processes like sea

ice loss will not provide a way forward for the research area

(Overland et al. 2016). Establishing the Arctic’s impact on jet

stream variability, relative to these factors, is a complex but

essential research endeavor as observational analyses often

consider these factors in isolation.

Warming of tropical oceans, in particular with above-

average sea surface temperatures (SSTs) in the Pacific, is

known to impact midlatitude flow through intense convection

and latent heat release, which generate planetary-scale Rossby

waves (Trenberth et al. 1998). El Niño–Southern Oscillation

(ENSO) (Scaife et al. 2017a) and other tropical Rossby wave

source regions (Scaife et al. 2017b) provide predictive skill in

seasonal midlatitude circulation forecasting, and ENSO has a

stronger role in winter. Arctic sea ice concentration has also

been put forward as an important driver of meridional jet

stream configurations (Francis and Vavrus 2015). Low sea ice

concentrations expose more open water which absorbs addi-

tional heat, leading to a greater exchange of heat and moisture

between the ocean and atmosphere in autumn and thus an

anomalously warm Arctic. More recently, studies have em-

phasized the importance of considering warming over theDenotes content that is immediately available upon publica-
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Arctic as opposed to sea ice trends (Barnes and Simpson 2017;

Cohen et al. 2018a), chiefly because AA is the result of a

complex combination of local sensible heat fluxes, evaporation,

and the remote transport of heat and moisture from lower lati-

tudes (Cohen et al. 2018a). Anomalous midlatitude circulation

drives intrusions of warm, moist air into the Arctic that play an

important role in the feedback between Arctic warming and sea

ice retreat (Rigor et al. 2002; Zhang et al. 2008;Woods et al. 2013;

Liu and Barnes 2015; Woods and Caballero 2016; Olonscheck

et al. 2019), with transport thought to be particularly pronounced

along the North Atlantic pathway due to Atlantic blocking de-

flectingmidlatitude cyclones poleward (Kim et al. 2017; Yang and

Magnusdottir 2017). Intrusion events havemeasurable impacts on

sea ice within several days of an event (Kapsch et al. 2016), in turn

strengthening AA and any potential midlatitude feedback.

Sea ice loss in the Barents–Kara Seas, a region of pro-

nounced variability, can expand and intensify the Siberian high

through the initiation of vertically propagating Rossby waves

and the disruption of the stratospheric polar vortex (Kim et al.

2014; Kretschmer et al. 2016). The southward flow of Arctic air

that results from this has been associated with intensified cold

events over East Asia (Overland et al. 2015). Over North

America meanwhile, AA processes increase the likelihood of

Alaskan and Greenland blocking events, which can reinforce

and prolong cold events (Chen and Luo 2017; Overland and

Wang 2018). It is becoming increasingly clear that AA has an

impact on the strength and position of the North Atlantic eddy-

driven jet in winter (Barnes and Simpson 2017; Blackport and

Screen 2019), although the existence of numerous potential

drivers of the jet itself (Hall et al. 2015; Smith et al. 2016) means

that the importance of theAA contribution remains unresolved.

As robust linkages are difficult to detect, novel statistical

analysis of the observational climate record has been put for-

ward as a potential way to move the Arctic–midlatitude field

forward (Overland et al. 2016; Kretschmer et al. 2016; Cohen

et al. 2018a), acting as a supportive tool for large coordinated

modeling projects. Studies that rely on correlation analysis are

subject to autocorrelation bias, as well as misleading results

due to indirect links or common drivers of correlated variables

that were unaccounted for in the analysis (Runge et al. 2014).

Such linear relationships are also directionless and so offer less

information than graphical models. Atmospheric model stud-

ies, while well regarded as tools for identifying causal linkages,

are not immune from potential shortcomings: they may not

accurately represent ocean–atmosphere coupling in the Arctic

(Cohen et al. 2018a), may respond too weakly to sea ice forcing

(Screen et al. 2018; Mori et al. 2019), may underperform in

terms of stratosphere–troposphere coupling (Zhang et al.

2018), and focus on the impact of sea ice removal, which may

not capture the complex intermittencies thought to define

Arctic–midlatitude linkages (Overland and Wang 2018).

The analysis presented here applies dynamic Bayesian

networks with hidden variables to the North Atlantic and

European midlatitude circulation research area. Structure-

learning algorithms are employed to identify regions of AA

that might influence winter jet stream variability. A number of

Arctic, midlatitude, and tropical variables are included to in-

vestigate the relative role of AA as a driver compared to in-

ternal atmospheric variability and other remote forcings.

Other graphical model approaches focus either entirely on

potential Arctic drivers of midlatitude circulation responses

(Kretschmer et al. 2016; Barnes and Simpson 2017; Samarasinghe

et al. 2019) or on tropical teleconnections like the MJO–NAO

link (Barnes et al. 2019). The aim of this study is to establish how

effective dynamic Bayesian networks with structure learning

algorithms are for investigating this research area, and to mea-

sure the impact of hidden variables onmodel accuracywhich is a

priority due to the low signal-to-noise ratio of AA linkages and

their intermittent nature (Overland et al. 2016). We demon-

strate a feedback relationship between North Atlantic midlati-

tude circulation and two important regions of Arctic warming

occurring in winter at submonthly time scales. Finally, the im-

plications for further study are discussed.

2. Data

A number of climatological variables that are understood to

have an influence on European midlatitude weather during the

winter months are included in this analysis (Table 1). Four

nonoverlapping time average resolutions consisting of 5-day,

10-day, 15-day, and monthly averages were used to ensure a

robust set of conclusions that include variables that may act at a

range of time scales. Note that 29 February was removed from

each leap year, allowing for a total of 90 days in each year using

only the winter months [December to February (DJF)] from

the years 1981 to 2018.

To investigate the relative impact of the Arctic on midlati-

tudes, tropical indices formed part of a network of nonlocal

drivers (Fig. 1). Both ENSO (Brönnimann 2007) and the

Madden–Julian oscillation (MJO) (Lin et al. 2015) have been

TABLE 1. Variables used, along with their abbreviation, source, and unit of measurement.

Variable Abbreviation Source Unit

Arctic 850-hPa temperature Arctic ERA-Interim Temperature (8C)
Barents–Kara Seas 850-hPa temperature TBK ERA-Interim Temperature (8C)
North Atlantic 850-hPa temperature TNA ERA-Interim Temperature (8C)
Stratospheric polar vortex PoV ERA-Interim Geopotential height (m)

Jet latitude Jet ERA-Interim Degrees (8)
Meandering Index MI ERA-Interim —

North Atlantic Oscillation NAO NOAA Sea level pressure

Madden–Julian oscillation MJO NOAA MJO amplitude

El Niño–Southern Oscillation ENSO NOAA Sea surface temperature
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found to explain significant amounts of North Atlantic

Oscillation variability during wintertime through Rossby wave

excitement (Trenberth et al. 1998). A standardized Niño-3.4
index is included, calculated using data from HadISST1

(Rayner et al. 2003), retrieved from the KNMI climate ex-

plorer (https://climexp.knmi.nl/). The Real-Time Multivariate

MJO (RMM) index devised by Wheeler and Hendon (2004,

available at http://www.bom.gov.au/climate/mjo/) is generated

by identifying the principal components (PCs) of two com-

bined empirical orthogonal functions (EOFs) of equatorially

averaged 850-hPa zonal wind, 200-hPa zonal wind, and out-

going longwave radiation (OLR) anomalies. The two PC time

series (RMM1 and RMM2) are used to define the MJO am-

plitude, equal to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(RMM12 1RMM22)

p
. The PC-based NAO

index (Hurrell 1995), based on the difference in surface sea

level pressure (SLP) between the subtropical high and the

subpolar low, provides a secondary indicator of North Atlantic

atmospheric variability and was also obtained from KNMI’s

climate explorer.

To measure the impact of Arctic variability, near-surface

850-hPa temperature from ECMWF interim reanalysis (ERA-

Interim) global atmospheric dataset (Dee et al. 2011) was in-

cluded in the networks, available at https://apps.ecmwf.int/

datasets/data/interim-full-daily/. The 850-hPa temperature is

used in place of sea ice concentration to capture the full effect

of AA. Arctic near-surface warming is thought to be a better

indicator of AA than sea ice variability because the AA signal

is made up of a number of factors that include sea ice retreat,

and the impact of heat and moisture transport from lower

latitudes is fully accounted for (Cohen et al. 2018a). All data

were compiled as 18 3 18 gridded spatiotemporal data and then

processed. The entire Arctic region was prepared as well as

important subsections as regional sea ice loss is known to

be an important factor in midlatitude circulation responses

(Pedersen et al. 2016; Screen 2017). Three regions of Arctic

850-hPa temperature were therefore used: theArctic (708–908N,

1808W–1808E), the North Atlantic sector (TNA) (708–908N,

108–808W), and the Barents–Kara Seas region (TBK) (708–858N,

308–908E). These capture three key areas of sea ice concentration
loss: Baffin Bay, the east coast of Greenland, and the Barents–

Kara Seas (see Fig. 2 in Overland and Wang 2018). An area-

weighted spatial average was taken over these regions, and

anomalies were calculated from the resulting univariate time se-

ries by subtracting each time step of the multiyear mean (1981–

2018) from the value of thematching time step. This was done for

each time resolution, with each then detrended to create a time

series for the variable.

As a proxy for stratospheric variability, the polar vortex

(PoV) was included to examine the impact that stratospheric

circulation might have on tropospheric midlatitude circulation.

The PoV index uses ERA-Interim geopotential height anom-

alies from the Arctic region (658–908N, 1808W–1808E) aver-

aged over six pressure levels from 10 to 100 hPa, with the

resulting time series used to create anomalies at each time

average and detrended. As such, the PoV opens up the po-

tential for linkages through tropospheric and stratospheric

pathways, and allows for comparison with previous studies that

identify a link between the PoV and midlatitude circulation

(Kim et al. 2014; Kretschmer et al. 2016). Barnes et al. (2019)

found that the MJO signal via the stratosphere was sensitive to

the level at which the PoV was defined. To account for this, a

second PoV index was constructed using the 100-hPa level only,

and this made no difference to the MJO results in this work.

Two metrics were used to represent North Atlantic midlat-

itude circulation in the networks. The first, jet latitude, was

calculated fromERA-Interim data and defined over the region

168–768N, 08–608W. Jet latitude was determined using the ap-

proach taken by Woollings et al. (2010): zonal winds were

height-averaged over 900 to 700 hPa and filtered with a 10-day

Lanczos low-pass filter using a 61-day window to ensure that

synoptic-scale variability is excluded. The use of lower-level

winds isolates the eddy-driven jet as the data are not contaminated

FIG. 1. Map of all variables used in DBN experiments: 1—Arctic (dark blue), 2—Barents–

Kara Seas (TBK), 3—North Atlantic (TNA), 4—stratospheric polar vortex (PoV; brown), 5—jet

latitude (Jet), 6—Meandering Index (MI; dotted blue), 7—North Atlantic Oscillation (NAO;

dashed green boxes), 8—Madden–Julian oscillation (MJO), and 9—El Niño–Southern
Oscillation (ENSO).
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with the signal of the subtropical jet. Jet latitude output is

consistent across pressure levels, and many jet-focused studies

have made use of this metric (Hall et al. 2017; Barnes and

Simpson 2017; Samarasinghe et al. 2019).

The second metric of jet variability is the Meandering Index

(MI), a measure of tropospheric circulation variability that

uses geopotential height contours to capture the maximum

waviness at each time step, taking into account the full spatial

position of each contour (Di Capua and Coumou 2016). The

input data used was ERA-Interim 500-hPa geopotential height

(gph) for the region 168–768N, 108E–708W. The MI calculates

the length of each isohypse (gph contour) on a 2D grid, which is

then normalized to Earth’s circumference at 608N. The maxi-

mum value of this calculation on the vertical profile (e.g., from

4800 to 5600m) is then taken as the MI, allowing for accurate

differentiation between strongly meridional (north–south)

deviations and consistently zonal configurations. A full de-

scription of the MI can be found in Di Capua and Coumou

(2016). The following analysis included both the jet latitude

and MI to ensure linkages revealed by the dynamic Bayesian

network technique were robust to the use of different metrics.

The two metrics also describe different aspects of midlatitude

circulation; the jet latitude by definition describes the jet’s

latitudinal position on a given day, while the MI focuses on

waviness of the middle troposphere, and thus may reveal the

waviness of the jet but cannot be used as an indicator of the jet

core location.

All data were standardized as a final stage of data prepara-

tion, so that each variable had a mean of 0 and a standard

deviation of 1. This was done to maximize model accuracy in

the parameter learning stage by giving all variables equal

means and similar ranges.

3. Methods

Graphical models provide an excellent tool for examining

relationships between variables of climatological importance.

Bayesian networks (BNs) are a form of probabilistic graphical

models that provide a useful mechanism for statistically mod-

eling real world relationships, allowing for their visualization in a

so-called graph, or network. Graphical model approaches in the

climate sciences have included the use of BNs (Ebert-Uphoff

andDeng 2012a,b) and causal effect networks (Kretschmer et al.

2016, 2017; Runge 2018; Di Capua et al. 2019).

BNs encode a joint probability distribution, whereby proba-

bilities are assigned for all possible outcomes over a set of random

variables taken as input (Friedman et al. 2000). BNs accomplish

this by constructing directed acyclic graphs (DAGs) which ex-

ploit conditional independence relationships; in effect, a variable

that is conditionally independent from another in the graph

structure does not need to be parameterized (Fig. 2a), resulting

in a significant boost to computational efficiency. Two variables

in the graph are conditionally independent if knowing the state

of one event does not change the probability of the second. Each

variable has a conditional probability distribution (CPD) which

encodes the probability of observing values given the values of

its ‘‘parents’’ (i.e., the variables on which it is conditionally de-

pendent). A BN factorizes all the CPDs in a joint distribution:

p(x
1
. . . x

n
)5P

n

i51

p[x
i
jpa(x

i
)], (1)

where n is the total number of variables and pa(xi) denotes the

parent set of xi.

The DAG graphically represents the BN with nodes (the

variables) and conditionally dependent relationships indicated

with edges (links between the variables). When a node has two

or more parents (a ‘‘collider’’ structure; Fig. 2b), an increase in

probability for parent A that results in a decrease in another B

can be said to ‘‘explain away’’ the likelihood of B being a

driver. As an example, strongly anomalous values for the PoV

in a given time step might explain away the need for the TBK

and TNA regions of the Arctic as drivers of jet variability.

A dynamic Bayesian network (DBN), the approach used in

this study, is an extension of a BN over time. ADBNmakes use

of two time slices (t 2 1, t, . . .) to ‘‘unroll’’ a DBN into T time

slices (Fig. 3), such that model structure and parameters do not

change over time and the model stays time invariant (Murphy

2001a). DBNs represent aMarkov process because the state of a

system t depends only on the preceding time step and state at t2 1

(Mihajlovic and Petkovic 2001). An advantage of BNs is that they

can be used to model observed and unobserved data, as hidden

nodes can be inferred from the values of the observed nodes.

A hidden variable (HV) can be used to capture the under-

lying state of a time series or represent a variable of interest to

the network that cannot be directly observed (Murphy 2012).

Hidden variables may represent something of importance

theoretically to the modeled system, or a process or driver that

shares interdependencies with the variables but was not ex-

plicitly constrained within the model structure for one rea-

son or another (Trifonova et al. 2017). This can occur when no

data exist or when the model approach dictates the exclusion

of system components; for example, a model where a set of

symptoms is observed, but the disease is unknown (Murphy 2012).

Here, discrete hidden variables with three possible states are

parameterized to identify state switches in observed climate

data. Studying the behavior of teleconnections in different at-

mospheric states is important as many are state-dependent,

meaning that the background state of the atmosphere can

determine whether a signal (from a driver like the MJO) can

propagate to the midlatitudes or whether it acts to negate or

diminish it (e.g., Barnes et al. 2019).

FIG. 2. Example DAGs: (a) x and z are conditionally indepen-

dent given y therefore no arc between x and z is needed or pa-

rameterized, and (b) an example of a collider structure, where node

z has two parent nodes, x and y.
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Hidden variables encoded within networks can point to any

number of observed variables. The hidden variable then re-

flects the changes in system interactions between the observed

nodes it is linked to, as its value is inferred to maximize the fit

(log-likelihood) of the model to the data. Graphical models

that incorporate hidden variables may result in structures that

are significantly more similar to the climate system we are

trying to model; simpler models are learned and are less prone

to overfitting while being more efficient for inference (Tucker

and Liu 2004). Given the challenges associated with identifying

AA–midlatitude linkages due to noisy internal dynamics and

the time-constrained nature of AA processes, potential im-

provements in model accuracy make hidden variables worth

consideration. Graphical models with hidden variables in-

ferred from observed data have been largely untouched in

climate science studies, but their capabilities have been ex-

plored and proven in ecological system analyses (Trifonova

et al. 2015, 2017, 2019; Uusitalo et al. 2018).

a. Structure learning

The PC algorithm, developed by and named after the first

initials of Peter Spirtes and Clark Glymour (Spirtes and

Glymour 1991), is a simple but effective constraint-based

structure-learning algorithm. It connects all nodes in a net-

work initially with undirected edges, and iteratively deleting

edges by taking a pair of nodes (X,Y) and trying to find a set of

nodes S (exclusive of nodes X and Y) so that X and Y are

conditionally independent given S (Ebert-Uphoff and Deng

2012a). If no such set exists, the edge is preserved.Next, ‘‘collider’’

structures (also called v structures) are identified—where a pair of

edgesmeet a single node, such that the node has two parent nodes

that need not be related—and as many directed edges as possible

are added that satisfy the constraints which dictate that loops

(cycles) or further addition of collider structures are not allowed.

b. Parameter learning

Once the structure is defined, the model is ‘‘parameter-

ized’’ by specifying a CPD and estimating the parameters of a

distribution for each variable in the BN and every configu-

ration of its parents. The expectation-maximization (EM)

algorithm (Bilmes 1998) was used to parameterize DBNs

using the junction tree inference engine. This includes the

estimation of parameters for both hidden (HVs) and ob-

served (input data) variables. The EM alternates between find-

ing the expected sufficient statistics using the log-likelihood

function, andmaximizing the estimated likelihood function until a

local maximum is converged upon and the parameter estimates

are returned (Dempster et al. 1977). Once all the CPDs are de-

fined, the model can be used to predict the node values in a test

dataset to determine the fit.

c. Experiments

To test the hypothesis that important climatological rela-

tionships exist between North Atlantic atmospheric variability

and remote Arctic and tropical drivers, we built a series of

networks of increasing complexity. This ensured that any re-

lationships captured by the structure-learning algorithm were

consistent across models, and robust in terms of their predic-

tive accuracy. All networks were constructed using the Bayes

Net Toolbox (BNT) for MATLAB (Murphy 2001b), with all

data preparation and plotting carried out in R.

Autocorrelation functions (ACFs) were used to determine

that all variables depended linearly on their values from the

previous time step. Thus, autoregressive links were coded into

FIG. 3. Example DAGs. (a) A DBN with a single hidden variable unrolled over two time

slices with autoregressive links between all variables. Gray arcs in the ‘‘intra’’ (within a time

slice) graph represent links between observed variables, with autoregressive links shown in the

‘‘inter’’ (between time slices) arcs. (b)As in (a), but for a summarized graph of the 5-day jetHV

DBN used in this study.
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the ‘‘inter’’ models (i.e., between time slices) for all variables.

Cross-correlation functions (CCFs) were then plotted for each

variable against jet latitude to determine the number of time

steps (if any) at which each variable should be lagged (Fig. 4).

The appropriate lead time for each variable was then used to

build the datasets used for all analyses; where no clear maxi-

mum lag value was returned in the CCFs, the nearest signifi-

cant lag was selected for the dataset. For the MJO, with a

sinusoidal pattern of correlations, a lead time of 45 days was

chosen. This lead time is slightly longer than links between the

MJO signal to NAO forecasting (Yu and Lin 2016) and vari-

ability (Jiang et al. 2017). Further 5-day averaged datasets were

prepared based on previous workwith a lead time of 10, 15, and

30 days for the MJO (Henderson et al. 2016; Jiang et al. 2017)

and a 14-day lead for ENSO to identify potential influences

through stratospheric (Baldwin and Dunkerton 2001) and

tropospheric (Scaife et al. 2017a) pathways. Networks were run

at each lead time to ensure tropical influences were not missed

simply as a result of CCF lead selection. Lead times were run as

separate DBNs rather than using different time-lagged vari-

ants of the same variable within graphs.

After being prepared with the steps above, the data were

loaded into BNT and split into training and testing datasets (80:

20) to allow for an unbiased estimate of the generalization

FIG. 4. Cross-correlation functions (CCFs) between all variables and jet latitude, used to

determine the lead time, if any, for each dataset. ‘‘Lag’’ represents the number of time steps in

5-day-averaged data, and blue dotted line denotes significance at the 0.05 level.
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error and prevent overfitting (Shalizi 2013). All DBNs were

run first with jet latitude, then with theMI swapped in its place.

Three main sets of networks are constructed in the following

experiments:

1) A DBN with autoregressive links and no hidden variables

to act as a control run (i.e., to examine the impact of

adding a hidden variable on predictive accuracy).

2) ADBNwith the full Arctic area (708–908N), autoregressive

links and one hidden variable linked to all observed nodes

(i.e., Barents–Kara Seas and North Atlantic removed).

3) A DBN with Arctic subregions (Barents–Kara Seas and

NorthAtlantic), autoregressive links, and one hidden variable

linked to all observed nodes (i.e., full Arctic removed).

As a first step, the structure was learned with PC stable,

which is the more robust, order-independent version of the PC

algorithm, using the Fisher-z test for conditional independence

and an alpha value of 0.01. Results were robust to the choice of

alpha between 0.01 and 0.05. In the case of experiments 2 and

3, a hidden variable with links to all variables and to itself

through time (autoregressively to the next time step) is coded

into the structure, as in Uusitalo et al. (2018). Next, any bidi-

rectional links (which would lead to cyclical structures) are

removed from the learned structure by necessity as DBNs re-

quire acyclical graphs; DAGs by definition cannot include

loops (Scutari 2010; Scutari and Denis 2014). For example,

the structure-learning phase revealed multiple bidirectional

links between the jet latitude variable and connected nodes.

Where bidirectional links occurred, the direction that pre-

served collider nodes was chosen because removing arcs from

collider nodes with multiple inbound links undermines the

individual probability distributions that make up a BN. As

the jet was a multiple collider node, incoming conditionally

dependent relationships were necessarily kept in order to

preserve the ‘‘explain away’’ effect of the parent nodes (as in

Ebert-Uphoff and Deng 2012a). This means that while

midlatitude-to-Arctic linkages are found to be an important

part of jet DBN structures below, they cannot be quantified in

terms of strength using this technique.

The result of this process is then taken as the network

structure and run through the parameterization and testing

steps. The parameters are learned with the EM algorithm and

the model is tested on the remainder of the data (the test

dataset). BNs perform prediction using inference (Friedman

et al. 2000); the n-step ahead prediction method iterates be-

tween entering the observations for all variables at time t 2 1

and applying inference to calculate their posterior distributions

at time t, then repeats this step n times. This makes use of the

junction tree algorithm for node value prediction in the test

dataset (Murphy 1998), which was independent of the input

dataset used to create and parameterize the model. The pre-

dictive accuracy of networks referred to in this study is an as-

sessment of the model fit: test dataset values are predicted

using the structure and parameters learned from the train

dataset and then compared against the observed test values.

The accuracy of fit is quantified using the sum of squared error

(SSE) for each variable over all time resolutions. Network

architectures with two hidden variables and multiple

connection orientations formed part of the analysis (not

shown), resulting in overly parameterized models with low

predictive accuracy.

As a final step, an analysis of variance (ANOVA) was con-

ducted on all networks of experiment 3 to estimate the relative

importance of each relationship found. Linear regressions,

using all parent nodes as independent variables to predict de-

pendent variable (child node) values, were calculated for all

edges in networks across all time resolutions. An incremental

sum of squares table was produced using ANOVA for each

regression model, and the proportion of variance worked out

by dividing the sum of squares for each independent variable

by the total sum of squares multiplied by 100 (Montgomery

2012). Strength estimates are limited by the fact that inde-

pendent variables were determined using the directions set at

the DAG stage of network construction, and that ANOVA

examines only linear relationships. Here, they are used to as-

sign edge weights (arrow widths) to the DAG plots below.

4. Results

Graphical models provide an easily interpretable interface,

allowing for visualization of climate teleconnections as net-

work structures. Nodes representing the variables are colored

to indicate their relative geographical position for ease of in-

terpretation. It should be noted that the term ‘‘arc’’ refers

specifically to a directed edge between nodes in networks.

Faint edges represent relationships hard-coded into the model

(i.e., the hidden variable connections) and solid edges show

those learned by the structure-learning algorithm in the case of

all nonhidden variable links. Two nodes connected by the latter

can be said to be conditionally dependent on each other, but

BN arcs do not show cause-and-effect relationships unless

strict assumptions have been met (Scutari and Denis 2014).

Two stages of the network are shown: the partially directed

graph (pDAG) returned at the structure-learning stage, which

includes the hidden variable and tropical nodes (MJO and

ENSO; Fig. 5), and fully directed graphs (DAGs) showing

learned relationships used to run the DBNs in the second stage

(no hidden or tropical variables; Figs. 6 and 7).

a. Network structures: The DAG results

The control run (no HV) DBNs generated the same learned

structures as seen in Fig. 5; model accuracy changes with the

addition of hidden variables are discussed below. Arctic–

midlatitude linkages were only captured by the DBNs when re-

gions of AAwere used (TBK and TNA in Fig. 1). For experiment

2, DBNs using the entire Arctic revealed no links between the

Arctic and the jet or MI, showing only an Arctic–NAO link-

age over 5-day averages (not shown). Midlatitude circulation

responses to AA are known to be sensitive to the regions

selected (Pedersen et al. 2016; Screen 2017). The results for

the entire Arctic therefore suggest that Arctic–midlatitude

linkages are sensitive to the location of sea ice loss and am-

plified warming.

In the full networks of experiment 3 (Fig. 5), both the jet and

MI DBNs capture a relationship between TBK, TNA, and jet

latitude for 5-day averages, pointing to a covariability between
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important regions of AA and the jet stream’s latitudinal posi-

tion. Prior to the removal of cyclical links (the stage of network

construction that allows DBNs to function as detailed above)

these links were undirected, which may indicate that simplistic

cause-and-effect relationships do not explain interactions be-

tween AA regions and jet variability (Overland and Wang

2018). This is not the case for the MI DBNs; the meridional

component of the jet stream is conditionally dependent on

TNA, a region of rapid warming and sea ice loss that includes

Baffin Bay, and seems to impact temperature over the Barents–

Kara Seas at 5-day resolutions (Fig. 7a). Note that TBK is

identified as a potential driver of the MI at 10- and 15-day

averages, when the direct link betweenTNA and theMI is lost.

Evidence of tropospheric–stratospheric coupling with a

short lead time of 5–10 days is found for all networks except the

15-day MI DBN (Fig. 7c). Indirect links via a stratospheric

pathway are missing however as no links pass through the PoV,

which is either a parent or child node depending on the time

resolution (Figs. 6 and 7). The PoV becomes the strongest link

as a driver of jet variability at monthly intervals, but the vast

increase in PoV SSE at 10- and 15-day intervals (Table 2, ‘‘Jet

HV DBN’’ section) suggests that the direction of the jet–PoV

arc is incorrect, as inmonthlyMI SSE (Table 2, ‘‘MIHVDBN’’

section). The DAG structures between Arctic (TBK, TNA),

midlatitude (jet, MI, and NAO), and stratospheric (PoV)

variables (Fig. 5) were found to be robust to the addition

of extraneous variables with no learned links (i.e., they did

not change when unconnected variables were deliber-

ately added).

Neither of the tropical variables are found to be condition-

ally dependent on any other variable for both the jet and MI

DBNs over all time averages. This result was also robust to the

choice of alpha value between 0.01 and 0.05, the choice of score

or constraint-based algorithms (only results for PC are pre-

sented here), and the particular MJO index used (the RMM

index is shown here). Figures 6 and 7 thus remove the hidden

variable and tropical links for ease of visualization. This finding

is consistent across model runs and is discussed in detail below.

b. Network performance: Predictive accuracy

The DBN with a HV (Fig. 6) had the most accurate per-

formance for the jet DBNs in terms of SSE (Table 2), indi-

cating that the inference engine was able to accommodate the

increase in model complexity. MI DBNs without a HV per-

formedmarginally better overall although a few variables were

predicted with less accuracy, most notably theMJO and ENSO

nodes. The drop in SSE for theMIDBNs seems to be a result of

PoV variability dominating the hidden state switches, discussed

below in the hidden variable analysis; Fig. 7 demonstrates that

the PoVnode is less important forMI variability in contrast to jet

latitude, where the PoV is connected throughout the time reso-

lutions. The DBN without a HV outperformed it because the

FIG. 5. pDAG returned by the PC algorithm for the 5-day jet HV DBN showing the ‘‘intra’’

(within the time slice) graph. Faint edges indicate edges coded into the model (i.e., HV edges),

solid edges represent learned edges, with straight edges (i.e., no arrow) showing bidirectional re-

lationships. Nodes are colored by their relative geographical location: the tropics (yellow), midlat-

itudes (green), and the Arctic (blue). Only the jet DBN is shown here.
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strongest influence on the hidden state means and switches was

thePoV,which is not as central to the learned structure of theMI

models as the jet ones. Clearly, there are caveats to using hidden

variables as model accuracy is not guaranteed to increase across

all variables; this finding is reflected in Trifonova et al.’s (2015)

SSE results for biomass prediction.

Hidden variable ‘‘states’’ are the three possible values the

discrete hidden variables can take, inferred from the observed

FIG. 6. DAGs for the jet HVDBN at (a) 5-day, (b) 10-day, (c) 15-day, and (d)monthly time averages showing the

‘‘intra’’ (within the time slice) graphs, with the HV and unconnected tropical variables removed for visualization

purposes. Arc direction is indicated by arrows and inset tables show relative strength in terms of proportion of

variance used to define arrow width.

FIG. 7. As in Fig. 5, but for MI HV DBNs at (a) 5-day, (b) 10-day, (c) 15-day, and (d) monthly time averages.
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data to maximize model fit. Time series of all variables were

split into each hidden variable state, and the three states were

then summarized in terms of mean and standard deviation

(SD) to investigate what they represent (Table 3). For the jet

DBNs, state 3 represents ‘‘average’’ conditions with values

close to the mean values of the whole training dataset time

series for the TBK, TNA, PoV, and jet nodes. State 1 is asso-

ciated with higher than average PoV geopotential height

anomalies (slower than average stratospheric polar vortex),

lower temperatures over the TNA region, and a marginally

higher average jet latitude. Conversely, state 2 indicates a

negative PoV geopotential height anomaly pattern (faster than

average polar vortex), higher TNA temperatures, and average

jet conditions. Both states 1 and 2 have values within one

standard deviation of the mean, but the hidden variable

nonetheless captures three distinct states definedmainly by the

PoV, TNA, and jet variables. The MI HV states are less clear,

but both sets of models are characterized by switches between

states 1 and 3 (Fig. 8); two obvious differences are that the MI

stays in state 1 for longer on average, and that the values for

state 1 of the MI HV are closer to each variable’s mean value

for the whole dataset than those of the jet HV.

c. MJO phase: Further analysis

The focus on MJO amplitude due to the use of continuous

winter (DJF) time series in DBNs gives no consideration to the

effect of MJO phase on the existence of linkages. To account

for phase, the two PC time series (RMM1 and RMM2) from

the MJO index (Wheeler and Hendon 2004) were included in

DBNs prepared with the steps detailed above using the CCF

method for lead time selection. The MJO findings remained

unchanged in 5-, 10-, and 15-day-averaged networks, but an

RMM1–NAO link was identified in monthly jet DBNs with no

lead time. The addition of this link to the monthly DBN caused

the NAO variable to be predicted inaccurately, reflected in

large SSE values for the NAO, which was only predicted ac-

curately (as in Table 2, ‘‘Jet no HV DBN’’ section) when the

RMM1–NAO link was removed. Clearly, using this specific

methodology on monthly-averaged jet DBNs, the RMM1–

NAO link identified by structure-learning does not provide any

predictive power to theDBNwhen used for NAOprediction in

the test dataset. Further study should focus on incorporating

the MJO phase into networks that model Arctic and tropical

drivers of midlatitude circulation with accuracy.

5. Discussion

TheDBNs provide a robust set of results in terms of network

structure and model accuracy. The results discussed hereafter

generally focus on 5-day averages unless otherwise specified.

One of the most consistent linkages picked up by the structure-

learning phase points to the relationship between the Arctic

regions of the North Atlantic and Barents–Kara Seas and the

jet, MI, and NAO nodes. Atmospheric responses in northern

Europe to anomalous sea ice loss in the Barents–Kara Seas

region were thought to develop through changes in surface

turbulent heat fluxes (Petoukhov and Semenov 2010; Liptak

and Strong 2014), although recent evidence casts doubt on this

(Blackport et al. 2019). The bidirectional edges of the TBK and

TNA to the jet (Fig. 5) point to a positive feedback of Arctic–

midlatitude effects, driven by the thermodynamic impact of

temperature and moisture advection events from lower lati-

tudes, which modulate Arctic temperatures (Kapsch et al.

2016; Gong et al. 2017; Cohen et al. 2018a). Figure 5 matches

evidence for two-way feedbacks between the Arctic and

TABLE 2. Unstandardized SSE for each variable at the 5-day,

10-day, 15-day, andmonthly time resolutions for jet DBNwithHV,

jet DBN no HV, MI DBN with HV, and MI DBN no HV.

5 days 10 days 15 days Monthly

Jet HV DBN

TBK 25.46 26.67 18.41 13.46

TNA 44.52 35.4 43.97 10.95

POV 1.68 20 472.46 34 495.65 4.84

Jet 28.12 258.23 31.21 9.38

NAO 34.49 16.54 35.78 23.66

MJO 7.67 15.77 12.35 10.76

ENSO 0.37 0.1 0.08 0.54

Jet no HV DBN

TBK 34.46 31.79 22.56 9.9

TNA 52.29 53.18 40.37 21.15

POV 1.66 166 086.63 608.01 9.4

Jet 31.11 235.46 85.98 9.18

NAO 26.44 31.03 28.03 31.87

MJO 11.05 17.09 17.93 21.43

ENSO 0.56 0.66 0.85 1.68

MI HV DBN

TBK 17 627.71 25.29 25.33 14.87

TNA 44.13 46.65 44.34 9.15

POV 0.71 3.65 16.51 259 469.81

MI 96.25 154.68 505.25 371.19

NAO 383.63 31.26 51.61 26.54

MJO 4.56 13.41 9.52 14.53

ENSO 0.11 0.41 2.81 2.95

MI no HV DBN

TBK 1887.33 31.79 22.56 9.9

TNA 52.29 53.18 40.37 21.15

POV 1.66 4 5.22 16.68

MI 70.55 140.54 56.51 34.06

NAO 81.94 32.18 28.03 26.31

MJO 11.05 17.09 17.93 21.43

ENSO 0.56 0.66 0.85 1.68

TABLE 3. Hidden state mean values of each variable for jet DBN

and MI DBN. Note that the analysis was run using fully prepared

data but was reverse standardized here to aid interpretation.

HV state TBK TNA POV Jet/MI NAO MJO ENSO

Jet DBN

1 20.44 20.48 440.47 49.06 0.2 1.47 20.04

2 20.94 0.98 2490.58 47.83 0.3 1.39 0.09

3 20.01 0.25 114.27 47.68 0.19 1.36 20.01

MI DBN

1 20.3 20.31 241.52 1.67 0.24 1.32 0.01

2 0.15 0.81 2178.6 1.64 0.05 1.37 20.03

3 20.14 0.22 289.96 1.73 0.19 1.42 20.02
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midlatitudes found on subseasonal time scales (Messori et al.

2018; Samarasinghe et al. 2019; McGraw and Barnes 2020).

This feedback occurs on time scales of ,5 days (Kapsch et al.

2016), suggesting that Fig. 5 captures a pathway thought to

occur at similar time resolutions in model studies, one that may

dictate the nature of the two-way relationship betweenAAand

the midlatitudes. A similar covariability between the Barents–

Kara Seas and Eurasian high pressure anomalies has been

variably interpreted as warm Arctic anomalies driving high

pressure responses observed over Eurasia (e.g., Honda et al.

2009; Kim et al. 2014; Mori et al. 2019) or internal atmospheric

variability (McCusker et al. 2016; Sun et al. 2016) and midlat-

itude circulation as a driver of the observed warm Arctic

temperature anomalies (e.g., Messori et al. 2018; Kelleher and

Screen 2018; Blackport et al. 2019). Graphical models clearly

represent a methodology that is capable of identifying covari-

ability between Arctic warming and midlatitude circulation

without the need for a response variable or single-pathway

interpretations.

The TNA–jet linkage, found in both the jet and MI 5-day

DBNs and for 10-day averages in the jet, may represent an

Arctic-jet connection known to develop intermittently and

cause cold outbreaks through the assisted formation and sup-

port of blocking patterns (Chen and Luo 2017; Ballinger et al.

2018). Higher geopotential heights in theGreenland andBaffin

Bay regions increase the likelihood of Greenland blocking

events, contributing to the increased waviness of jet stream

patterns (higher MI values) and in turn the persistence of cold

events on the eastern coast of theUnited States (Chen and Luo

2017; Overland and Wang 2018).

The NAO, an index reflecting both jet latitude and speed

variability (Woollings and Blackburn 2012), is central to the

network structures in both sets of DBNs. While the NAO is

likely influenced by a complex set of nonlinear drivers (Smith

et al. 2016), near-surface Arctic temperature seems to have a

significant impact on the NAO via the troposphere. The NAO

is conditionally dependent on the high sea ice variability region

of the Barents–Kara Seas, estimated to be the strongest link in

5- and 10-day jet DBNs and all submonthly MI intervals

(Figs. 6 and 7). The response of atmospheric circulation indices

to AA is constrained entirely within winter in this study as in

Blackport and Screen (2019); in contrast, others have found

that autumn sea ice conditions provide predictive skill of winter

NAO variability in statistical models (Wang et al. 2017; Hall

et al. 2017). Figure 7 shows that TNA and MI are conditionally

independent given the NAO node, but that they are connected

via the NAO throughout the time averages as the TBK and TNA

nodes impact NAO variability even tomonthly resolutions. This

is almost identical for jet latitude up to 15-day intervals.

This conditional independence, added to the strength of the

AA–NAO links, implies that NAO phase shifts summarize the

AA–midlatitude connection well at lower time resolutions.

The negative phase of the NAO is indicative of a southerly

displacement of the jet, which has been linked to colder,

more severe winters in northern Europe and the eastern

United States and warmer conditions over Greenland and

the Barents–Kara Seas region (Cohen et al. 2018b). While the

overall effect of AA and a warming world is likely to be that

cold outbreaks become less intense (Ayarzagüena and Screen

2016), AA may favor a shift toward meridional circulation

patterns, which can promote the increased frequency and

persistence of cold-air outbreaks (Cohen et al. 2018a).However, a

shift to negativeNAOpatterns is by itself a potentiallymisleading

trend as the warming trend may offset any dynamical cooling

influence (Screen 2017).

a. Tropical influence and stratospheric teleconnection

pathways

No conditionally dependent relationships were reliably

found for the tropical variables; this was robust across all time

averages, jet descriptors, and lead times used. This likely re-

flects on aspects of the data and the model design process,

rather than simply pointing to a weak tropical influence on

Arctic temperature and jet variability relative to Arctic–

midlatitude covariability. Additional analysis using ENSO

andMJO lead times based on expert knowledge was conducted

to ensure that the lack of tropical input was not simply the

result of the CCF analysis providing misleading lead times.

Furthermore, the inclusion of the MJO phase in networks re-

vealed an RMM1–NAO link in a monthly averaged jet DBN,

although this link significantly inhibited predictive accuracy in

the NAO variable. Modifications to the data preparation and

model design steps may result in tropical links which enhance

accuracy; the use of continuous (DJF) time series for example

may be a limiting factor as combined effects and long-duration

teleconnections through the stratosphere and upper tropo-

sphere may have been effectively masked.

A consistent lack of ENSO influence across networks is

significant given that skillful prediction of the wintertimeNAO

(Scaife et al. 2016, 2017b) and AO (Sun and Ahn 2015) can be

achieved with the inclusion of tropical variability in model

simulations. With methods similar to those employed here,

previous work has identified tropical influences using non-

continuous time series analysis to split the data up into weather

events; Henderson et al. (2016) for example use only days with

anRMMamplitude greater than 1 to assess blocking frequency

[as defined by Wheeler and Hendon (2004)], and Barnes et al.

(2019) discretize MJO data into active and inactive periods

to investigate pathways between the MJO and NAO. If the

absence of tropical teleconnections is a result of the continuous

time series approach masking intermittent but significant link-

ages, it is important to note that DBNs consistently pick up the

AA–midlatitude covariability. Arctic–midlatitude linkages are

thought to be similarly intermittent in nature as they rely on

the background jet stream pattern to act as a bridge between

thermodynamic forcing and persistent midlatitude extremes

(Overland et al. 2016; Overland and Wang 2018; Kolstad and

Screen 2019). In this research, this did not prevent their iden-

tification at submonthly time scales.

The stratospheric polar vortex has been shown to project

onto the NAO and increase the likelihood of Atlantic blocking

during vortex weakening events through tropospheric–

stratospheric coupling (Kidston et al. 2015). The stratosphere

exhibits much more stability than the troposphere below it,

requiring Rossby wave activity from below to cause significant

disruptions to the flow of the polar vortex. A large body of
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studies favor the tropics as the predominant source of Rossby

waves necessary to trigger sudden warming events (Liu et al.

2014; Hitchcock and Simpson 2014; Scaife et al. 2017b; Jiang

et al. 2017; Hardiman et al. 2019), NAO variability (Scaife et al.

2017a), and Arctic warming itself (Yoo et al. 2012). It is highly

probable that uncaptured tropical teleconnections contribute

to the strength of the PoV to jet, MI, and NAO linkages; El

Niño events can force theAleutian low to strengthen andmove

eastward, causing enhanced vertical wave transport and neg-

ative NAO conditions through the disruption of PoV flow

(Scaife et al. 2017b; Hardiman et al. 2019). Similarly, enhanced

tropical convection associated with the MJO may weaken the

PoV and disturb the NAO (Liu et al. 2014; Jiang et al. 2017)

depending on the background state of the PoV (Barnes et al.

2019), although NAO events do not depend solely on tropical

convection. Only the final stages of these teleconnections via

the stratosphere are captured in DBN structures.

b. The implications of hidden state switches

Recall that the hidden variable states are the three discrete

values hidden variables can take, inferred from the observed

data to maximize model fit, and that a physical interpretation

of each state was inferred by splitting and averaging the dataset

time series by state (Table 3): a switch between average con-

ditions in state 3 to slower stratospheric polar vortex flow,

lower TNA temperatures, and marginally higher jet latitude

values in state 1. The hidden variable state switches did not

show a clear delineation between an AA or pre-AA period

(Figs. 8a,b), that is, a shift to an amplified warming state sig-

naled in theTBK andTNA variables. This is precisely the type of

underlying state switch one would expect to be identified in a

hidden variable but may have been filtered out by the de-

trending step of data preparation. The hidden variables also

hint that the proportion of variance estimates (Figs. 6 and 7)

may not fully represent the importance of stratospheric vari-

ability at submonthly time scales as the PoV seems to dictate

the hidden state switches by shifting from average (state 3) to

slower anomalous PoV flow in state 1 (Fig. 8c). Added to this,

Fig. 6 shows that the PoV is connected throughout the time

resolutions, and the lack of arcs between the PoV and MI in

Figs. 7b and 7c may have caused the drop in model perfor-

mance (Table 2, ‘‘MI HVDBN’’ section) with the addition of a

hidden variable to the MI DBN. Hidden variables maximize

model fit by inferring their state from the observed data. The

low predictive accuracy of the MI variable in Table 2 (‘‘MI HV

DBN’’ section), particularly toward lower time resolutions, could

therefore be a result of the lack of links between the PoV andMI

combined with the strong influence of the PoV on state switches.

The importance of stratospheric variability in driving the

hidden state switches was further investigated using multino-

mial logistic regression to predict the probability of the hidden

variable switching states from a reference value of state 3

(average conditions) given the observed variables (Menard

2001). The log odds of the states are modeled as a linear

combination of the observed variables. The odds ratio, calcu-

lated by exponentiating the estimated regression coefficients,

describes how much the relative risk of the hidden variable

being in state 1 is multiplied by for a unit change in the

observed variable (e.g., the PoV, with all others held constant).

Put simply, it models the odds of the hidden variable being in

state 1 given that we have high PoV anomaly values. The re-

sults suggest that three variables drive the shift from state 3 to

state 1: the PoV increases the odds by a factor of 1.212 (or

21.2%), the jet by 1.242 (24.2%), and the MJO by 1.199

(19.9%). This confirms both that the PoV is central to the oc-

currence of state 1 regimes, as suggested by the state average

values (Table 3), and that the MJO forcing of slow strato-

spheric polar vortex states was captured in hidden variable

state shifts but not graphically in network structures.

It is worth noting that recent studies have suggested that the

covariability between regions of AA and midlatitude flow

characteristics could simply be a result of internal variability,

with a forced component originating in the tropics that was

uncaptured in the networks. The relationship betweenTBK and

the NAO was found to be a recent and weak feature in rean-

alyses and ensemble simulations (Kolstad and Screen 2019).

Warner et al. (2020) concluded that internal variability in the

Atlantic sector combined with tropical Pacific forcing was more

likely to cause TBK–NAO covariability than sea ice forcing.

Nonsimulated contributions from remote forcing could not be

ruled out in these studies, but strong anomalous tropical forcing

continues to provide skill for forecasting in contrast to extra-

tropical drivers, which remain limited by their low signal-to-noise

ratio resulting from natural variability (Trenberth et al. 1998).

6. Conclusions

This study represents the first foray into Arctic–midlatitude

weather linkages using a graphical model approach paired with

hidden variables. A robust covariability between regions of

amplified Arctic warming and midlatitude circulation charac-

teristics is found, suggesting that this feedback has a significant

influence on variability both in the Arctic and the North

Atlantic midlatitudes at submonthly time scales. The two-way

nature of the link suggests that unidirectional interpretations

need revising in favor of one that takes into account the central

importance of poleward heat and moisture fluxes into the

Arctic. Of the relationships found, the TBK–NAO link has the

strongest impact on the DBNs at 5- and 10-day intervals, with

the PoV–jet link becoming the strongest at monthly resolu-

tions. Midlatitude circulation responses at submonthly time

scales are driven by AA processes within winter rather than a

lagged response to sea ice losses during autumn. Links to trop-

ical modes of variability were not identified in models shown to

have predictive accuracy over a range of lead times, but this is a

result of data and model design and in no way implies that their

impact on observed jet variability is small. The DBNs found no

evidence for a clearly defined AA and pre-AA period through

hidden variables included in model architectures.

Clearly, these results only give us part of the picture. Hidden

variables revealed two states that essentially represent two

different modes of stratospheric polar vortex variability,

namely a shift from average conditions to slower anomalous

PoV flow. The hidden variables hint that strength estimates

may underrepresent the importance of the PoV, with no

lagged connections to midlatitude flow identified through the
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stratosphere. The findings focus on submonthly time scales and

as such may miss stratospheric links thought to be important

for North Atlantic circulation (Scaife et al. 2017a; Hardiman

et al. 2019). As a form of time series analysis, the DBNs may

not have picked up state-dependent linkages or combined ef-

fects like those shown in simulation analyses (e.g., Lee et al.

2015), which could have masked potential tropical influences

like the ENSO–PoV linkage. Furthermore, input data were

averaged over large areas chosen to maximize the amount of

variability captured, which may not represent the true com-

plexity of midlatitude circulation influences. Given that bidi-

rectional edges must be removed for the static BN to be used

in a DBN, the strength and accuracy of the midlatitude-to-

Arctic relationship found in BNs cannot be quantified due

to the requirement of directed graphs in DBNs. The use of

multiple lagged copies of a variable in the same network may

offer a way to quantify these feedbacks (e.g., Ebert-Uphoff and

Deng 2012a; Samarasinghe et al. 2019; Barnes et al. 2019) and

would allow for the use of temporal constraints to orient edge

direction alongside collider structures.

Graphical models paired with structure learning algorithms

prove to be a valuable tool for investigating complex climate

teleconnections in a network that includes Arctic, midlatitude,

and tropical variables, and may provide a valuable alternative

to correlation-based networks and studies (Ebert-Uphoff and

Deng 2012a). DBNs with a single hidden variable were found

to have predictive accuracy, subject to a number of important

caveats; their addition does not guarantee that network accu-

racy will increase. Network performance was high despite the

noisy internal variability of North Atlantic flow and the low

signal-to-noise ratio of AA–midlatitude covariability, sug-

gesting that any nonlinearity in linkages did not substantially

interfere with accurate node prediction in the test dataset.

Further study seeking to applyDBNs should note that they can

suffer from overparameterization and will lead to inaccurate

variable prediction where graph structure deviates signifi-

cantly from the climate system we are trying to model, as

shown here for jet–PoV links. This study can be seen as part

of a growing effort to understand the Arctic contribution to jet

variability using machine learning approaches (Kretschmer

et al. 2016; Barnes and Simpson 2017; Francis et al. 2018;

Samarasinghe et al. 2019). Graphical models would prove

themselves more than capable in a supporting role as the re-

sults from large coordinated modeling projects are published

in the near future.
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