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a b s t r a c t

In this paper we discuss PyBanshee, which is a Python-based open-source implementation of the
MATLAB toolbox BANSHEE. PyBanshee constitutes the first fully open-source package to quantify,
visualize and validate Non-Parametric Bayesian Networks (NPBNs). The architecture of PyBanshee
is heavily based on its MATLAB predecessor. It presents the full implementation of existing tools
and introduces new modules. Specifically, PyBanshee allows for: (i) choosing fully parametric one-
dimensional margins, (ii) choosing different sample sizes for the model-validation tests based on the
Hellinger distance, (iii) drawing user-defined sample sizes of the NPBN, (iv) sample-based conditioning
sampling (similarly to the closed-source proprietary package UNINET by LightTwist Software) and (v)
visualizing the comparison between the histograms of the unconditional and conditional marginal
distributions. New detailed examples demonstrating new features are provided.

© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. PyBanshee structure. Functions (1) to (5) correspond to the main functions of the previous MATLAB release. Changes were made in functions (2), (4) and
(5) (boxes filled in light-blue) to add feature (v), feature (ii) and feature (i) correspondingly. Functions (6), (7), and (8) (boxes filled in light-gray) correspond to the
newly added functions (features (v), (iii) and (iv) respectively).
1. Motivation and significance

A MATLAB toolbox called BANSHEE implementing Non-Para-
etric Bayesian Networks (NPBNs) was presented in [1]. While
ANSHEE is the first openly available tool for Non-Parametric
ayesian Networks it requires access to the commercial MATLAB
nvironment. Hence, in order to further increase the availability
f the tool, we introduce PyBanshee. PyBanshee is the Python-
ased version of MATLAB BANSHEE. In fact, our main motivation
o introduce the Python version is to make our software fully
pen source so that it can be more accessible to non-MATLAB
icensed users. In addition to the functionalities available in our
irst release (MATLAB BANSHEE), PyBanshee allows for the use
f (i) fully parametric one-dimensional margins, (ii) user-defined
ample sizes for model-validation tests based on the Hellinger
istance, (iii) getting user-defined sample sizes of the NPBN,
iv) sample based conditioning and (v) advanced graphics for
he underlying graph of the Bayesian Network and for the vi-
ualization of the comparison between the histograms of the
nconditional and conditional marginal distributions.
Feature (i) is useful when the interest is in values that have

ot been observed in a particular sample. For example in civil
ngineering percentiles with a low probability of exceedance are
ften required for design purposes. These are obtained by ex-
rapolation using a parametric one-dimensional margin. Although
his feature would make the approach parametric, we still use
he term NPBN to be consistent with previous literature [2].
egarding (ii), since model validation is still in its infancy when
t comes to NPBNs, it is often desired to estimate the minimum
ample size at which the null hypothesis would not be rejected in
rder to give some guidance about statistical power. Feature (iii)
s useful when statistically robust results are needed. This can be
one by increasing the number of samples drawn from the NPBN.
ample based conditioning (feature (iv)) is implemented to allow
or conditionalizing on intervals. This feature is also available
n commercial software UNINET [3] and is often required in
ivil engineering applications. Advanced graphics (feature (v)) are
mplemented in order to facilitate further analysis for users.

. Software description

Similarly to its MATLAB predecessor, the code of PyBanshee
onsists of a set of functions. These functions allow for quan-
ifying the NPBN, analyzing the underlying assumptions of the
odel, visualizing the network and its corresponding rank cor-

elation matrix, and making inferences with an NPBN based on
2

existing observations or new evidence. In addition, new functions
were added to: generate random samples of the NPBN, perform
sample-based conditioning and visualize unconditional and con-
ditional distributions. To show and better explain the features of
PyBanshee, examples are provided as standalone scripts.

2.1. Software architecture

The PyBanshee package contains six Python files (.py exten-
sion files) in which eight main functions are located as can be
seen in Fig. 1. The main functions are:

(1) bn_rankcorr, to compute the BN rank correlation matrix.
It requires a defined directed acyclic graph (DAG, as a
list) and a matrix of data (as a DataFrame). Additionally,
it includes an option to compute the BN rank correlation
without such data, which will be exemplified in Section 3;

(2) bn_visualize, to visualize the structure of the defined
NPBN. In this release, an NPBN with marginal histograms
inside of the nodes can be displayed (feature (v) presented
in Section 1);

(3) cvm_statistics, to measure the degree of agreement of
the Gaussian copula with the data based on the Cramer–
von Mises statistic;

(4) gaussian_distance, to perform model validation based
on the distance between the empirical (ERC) and Bayesian
Network’s rank correlation (BNRC) matrices and the empir-
ical normal rank correlation matrix (NRC) using data. The
distance is computed based on the d-calibration score [4,5].
PyBanshee allows users to define different sample sizes
(feature (ii) presented in Section 1);

(5) inference, to compute the uncertainty distribution of
nodes other than those that the user conditionalized on.
In this release, parametric distributions can be an input
for the inference function (feature (i) presented in Sec-
tion 1);

(6) conditional_margins_hist, to visualize the compar-
ison between unconditional and conditional histograms
(feature (v) presented in Section 1) of the inference
function output;

(7) generate_samples, to explicitly increase the number of
unconditional samples of the NPBN (feature (iii) presented
in Section 1);

(8) sample_based_conditioning, to conditionalize nodes
on intervals (feature (iv) presented in Section 1).
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Table 1
One-dimensional fitted distributions.
Variable Distribution Shape Location Scale

W Normal – 192.52 29.33
AX1 Generalized extreme value 0.16 54.48 10.96
AX2 Normal – 87.93 12.84
AX3 Generalized extreme value 0.085 41.53 8.95

For more detailed information on functions (1) to (5), the
eader is referred to the original paper [1].

.2. Software functionalities

In this paper we focus on the Python-based implementation,
nsuring that users familiar with the MATLAB version will rec-
gnize the new features. The users can develop and validate
n NPBN using the same workflow as in the previous MATLAB
elease i.e.: (I) load a dataset of interest (DATA); (II) define a
AG in PARENTCELL (list) based on the dependence between the
ariables; (III) compute the BN rank correlation matrix R with
he function bn_rankcorr and (IV) obtain the joint distribu-
ion function of the variables and the conditional distribution
f a variable given the remaining using the inference func-
ion. The following section will present illustrative examples. In
heir corresponding scripts, all functions are listed and detailed
escriptions of each step of the procedure are included.

. Illustrative examples

xample 1. Parametric one-dimensional margins.

The first script, example_1, estimates the distributions of
ndividual axle loads for a hypothetical 400 kN three axle vehi-
le. We used the Weigh-in-Motion (WIM) dataset of the Dutch
12 motorway in the left driving direction presented in [6,7].
he WIM dataset contains data that describe the weight and
ength of the observed vehicles in April 2013. For this example,
he variables of interest for a hypothetical three axle vehicle
PBN are: total vehicle weight (W ), first axle load (AX1), second
xle load (AX2) and third axle load (AX3). Each of the vari-
bles was fitted to a one-dimensional parametric distribution (see
able 1). The DAG corresponding to the NPBN is presented in
ig. 2(a). The (conditional) rank correlations between variables
re the input of the bn_rankcorr function and this function
s applied to compute an NPBN rank correlation matrix for the
efined DAG (Fig. 2(b)). Once the NPBN has been built, estimation
f the conditional distributions of individual axle loads given
total vehicle weight of 400 kN can be performed using the

nference function (inference) passing the fitted parametric
ne-dimensional margins as an input (feature (i) presented in
ection 1). A comparison between the unconditional and condi-
ional marginal distributions (Figs. 2(c)–2(e)) can be presented,
sing conditional_margins_hist function (feature (v) pre-
ented in Section 1).

xample 2. Sample based conditioning.

To graphically show the accuracy of PyBanshee, the second ex-
mple (script example_2) reproduces an NPBN which was built
n the uncertainty analysis software package UNINET presented
n [8]. The NPBN consists of 18 variables representing traffic loads,
round motion and bridge column structural response informa-
ion. The name and description of each variable are presented
n table S1. In particular, we analyzed the conditional case that
epresents a scenario with high vehicle loads and low material
esistances during a ‘‘mid-intensity’’ ground motion.1 For this
 m

3

example, empirical data is used. First, the structure of the NPBN is
defined, and then the rank correlation matrix is computed via the
bn_rankcorr function. Next, with the function bn_visualize,
wo kinds of DAG can be plotted: (i) an NPBN in which nodes
re ellipses with the name of the variables and (ii) an NPBN with
he marginals displayed inside of the nodes. Both DAGs display
onditional rank correlations on the arcs (see figs. S1 and S2).
The function cvm_statistic tests the validity of the Gaus-

ian copula assumption (see fig. S5). Figure S4 shows the d-
alibration scores of the empirical rank correlation matrix (see fig.
3) and the NPBN’s rank correlation matrix computed with gaus-
ian_distance function. These scores support the assumptions
f a joint normal copula used in the BN model. As stated in the
ntroduction, model validation for NPBNs is still in its infancy.
t should be noted that the tests proposed are sensitive to the
umber of samples drawn in each bootstrap step as well as the
umber of iterations (bootstraps). The tests are rather severe,
specially for large datasets [2,4]. Unlike the previous MATLAB re-
ease, the number of drawn samples for each test can be different
feature (ii) presented in Section 1).

To obtain statistically robust results, we may increase the
umber of samples of the NPBN. This can be done by using the
unction sample_bn (feature (iii) presented in Section 1). Next,
ith the sample_based_conditioning function (feature (iv)
resented in Section 1) we conditionalized on the corresponding
ntervals of the scenario under investigation (see table S2). The
esults are the sample based conditional empirical distributions
f the output nodes. Finally, to graphically compare the out-
ut of PyBanshee with UNINET. Figure S6 shows the empirical
umulative distribution (ECDF) of the sample based conditional
amples from UNINET and the sample based conditional samples
omputed by PyBanshee. As can be seen, the ECDFs are in good
lignment. Slight differences can be observed in the output vari-
bles. However, these differences are within the uncertainty due
o statistical fluctuation in the sampling methods.

. Final comments

We released PyBanshee, an open source Python porting of
ur previously-released MATLAB software package for Non-para-
etric Bayesian Networks with extended functionalities. The
xtensions made include the possibility to use parametric one-
imensional margins, to choose different sample sizes for the
odel-validation tests and a function for sample based condi-

ioning. These features are also implemented in the MATLAB
ersion. 2 The original MATLAB version included three ‘real-life’
odels from the field of geosciences in the original release. Since

hen, in addition to the newly added functions, two scripts were
dded from recently published research namely flood damage
odels for residential and commercial assets. Further details can
e found in [1,9,10]. We added new visualizations, which are only
ccessible in PyBanshee, recently used in [11].
The next step for PyBanshee is merging with our previous

pplication for structured expert judgment ANDURYL (see [12–
4]) in order to allow for the quantification of Non-parametric
ayesian Networks through structured expert judgments.

1 According to [8], a ‘‘mid-intensity’’ ground motion is a ground motion with
maximum ground acceleration between 0.273 g and 0.783 g.
2 The upgraded MATLAB BANSHEE (v1.3) is located at https://github.com/
ike-mendoza/matlab_banshee.

https://github.com/mike-mendoza/matlab_banshee
https://github.com/mike-mendoza/matlab_banshee
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Fig. 2. Plots generated with the PyBanshee functions and WIM dataset: (a) BN structure (bn_visualize); (b) NPBN rank correlation matrix (bn_rankcorr); (c–e)
unconditional and conditional marginal histograms comparison (conditinal_margins_hist).
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