
1. Introduction
Floods are among the most harmful natural hazards in the conterminous United States (CONUS) and worldwide 
(Munich Re, 2021). The damages they cause could grow, as increasing global temperatures have led to higher 
water content in the atmosphere and an intensification of precipitation extremes throughout the CONUS (Yin 
et al., 2018). While we would expect this intensification to lead to higher flood peaks (Sharma et al., 2018), in 
recent decades annual maximum streamflow (AMS)—which in this study will represent flood magnitudes—has 
both increased and decreased in different parts of the CONUS (Archfield et al., 2016; Hirsch & Ryberg, 2012; 
Sauer et al., 2021; Slater & Villarini, 2016; Villarini & Slater, 2017). This is partly caused by the superposition 
of different climate change effects. It has been suggested that increasing extreme rainfall can be offset by decreas-
ing soil moisture due to higher evapotranspiration (Ivancic & Shaw, 2015), which is especially relevant for large 
catchments and floods of relatively low magnitude (Wasko & Nathan, 2019; Wasko & Sharma, 2017). Bertola 
et al. (2021) show that the effects of climatic drivers on flood trends vary with flood magnitude, for instance 
showing that in southern Europe soil moisture is of higher relevance for trends of small floods compared to 
floods with higher return periods. As our study deals with AMS, which contains mostly low magnitude floods, 
the potentially different trend controls for small floods are of particular importance here.

Further explanations are reduced meltwater availability from decreasing snowpacks (Yan et al., 2019) or reduced 
catchment wetness due to smaller rainstorm extents (Sharma et al., 2018). Additionally, the effects of climate 
change on flood generation can be modulated by direct human influences in the catchment through land use and 
land use changes (Blum et al., 2020; Hodgkins et al., 2019). Understanding this variety of controls on changes 
in flood magnitudes and their interactions represents critical information for the assessment of future changes to 
prevent growing damage and fatalities in regions of increasing AMS magnitudes and avoid unwarranted costs for 
flood protection in areas with a decreasing flood hazard.

Recent studies have attributed AMS magnitude trends in the CONUS to changes in selected weather vari-
ables (Do et  al.,  2020; Hirsch & Ryberg,  2012; Hodgkins et  al.,  2017; Slater & Villarini,  2016; Villarini & 
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Slater, 2018), mainly precipitation, soil moisture, snowmelt, and temperature. Others have focused on certain 
hydro-meteorologically homogeneous parts of the CONUS considering only the variables that seem most rele-
vant in that region (Armstrong et al., 2014; Mallakpour & Villarini, 2015). Additionally, there has been work 
on the influence of river regulation and urbanization on flood magnitude trends (Blum et al., 2020; Hodgkins 
et al., 2019; Vogel et al., 2011). This focus on either certain controls on flood trends or a smaller subregion was 
often seen as necessary, given the diversity in climatology, flood generation processes, and land cover across the 
CONUS. However, the different catchment selection criteria and methodological approaches limit the compa-
rability among regions and studies, making it impossible to compare the relative contributions from different 
variables. Nonetheless, it is necessary to consider regional differences, as the same outside forcings could have 
opposing effects on magnitude trends in hydro-climatologically different regions.

Here we aim to identify which factors influenced peak AMS magnitude trends in 4,390 catchments for the 
period 1960–2010 using the same consistent dataset and methods for the entire CONUS. We intentionally include 
anthropogenically influenced catchments—even those with reservoirs or other forms of streamflow regulation, 
which allows us to compare the impacts of direct human influences and a changing climate, as we know which of 
the catchments are regulated. This approach is similar to Ficklin et al. (2018), who compared the streamflow at 
pristine and human-modified watersheds in the United States and Canada, finding a dominant role of changes in 
the climate system over human alterations of the basins. Using complex networks, we find clusters of catchments 
with similar flood behavior. We train separate Random Forest models (Breiman, 2001) for each cluster to select 
the most important variables to explain the spatial variability in flood magnitude trends, drawing from the same 
set of 31 hydro-meteorological and land cover variables in all clusters. Accumulated Local Effect (ALE) plots 
are a recent advance in interpretable machine learning (Apley & Zhu, 2020), which we use to understand how 
each selected predictor contributes to AMS magnitude trends within the different regions. This combination of 
dataset and methodology allows us—for the first time—to detect and compare a wide range of controls on flood 
magnitude trends across CONUS regions and among processes (from hydro-metereology to land cover), while 
minimizing biases in variable selection. Through this approach, we aim to understand why flood magnitude 
trends differ regionally and how important climate change and land use are, respectively, for these trends and their 
differences. New or improved insights into this topic could reveal ways to better project or even mitigate future 
flood hazard changes.

2. Data
2.1. Streamflow Data

This work is based on annual maximum instantaneous streamflow (AMS) data provided by the United States 
Geological Survey (USGS). We start with data from 5,002 catchments that are located completely within the 
CONUS and have at least 30 years of record within the period 1960–2010. Data consist of magnitude and date of 
the AMS, and catchment characteristics (e.g., catchment area) for each gauging station. We selected the period 
1960–2010 because: (a) the number of stations with sufficient data declines drastically for earlier and later years, 
and (b) the reanalysis dataset used to characterize potential controls on flood trends is only available until 2011. 
For each gauging station, the corresponding catchment boundaries are available from the USGS Streamgage 
NHDPlus Version 1 dataset.

2.2. Climate and Land Use Data

We use the Livneh daily reanalysis dataset with 0.0625° spatial resolution (Livneh et al., 2013), and calculate 
catchment-averaged daily time series for precipitation (mm), snowmelt (mm of water equivalent), total evap-
otranspiration (mm), and soil moisture (mm). Snowmelt is calculated from the daily difference in snow water 
equivalent. Soil moisture refers to the vertical soil level 2 of the underlying Variable Infiltration Capacity (VIC) 
hydrological model, which represents the soil layer that reflects daily to weekly changes in weather conditions. 
The upper boundary of this layer lies at 10 cm depth, while its thickness varies between 50 and 110 cm for 
each pixel as it was iteratively estimated during model calibration (Tang et al., 2012). To calculate rainfall from 
precipitation, we subtract any daily net gain of snow water equivalent (reflecting snowfall) in a cell from that 
day's precipitation value. From these hydro-climatological variables, we derive two types of data for different 
purposes: (a) daily time series for the classification of all floods in terms of flood generating processes; and (b) 
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long-term averages (e.g., mean annual rainfall, mean annual snowfall) and trends of the annual values, serving as 
potential controls on flood trends.

To study the effects of human activities on flood magnitude trends, we also consider averages and trends of land 
cover data from the GAGES-II dataset (Falcone, 2017; Falcone & LaMotte, 2016; Homer et al., 2015), which 
provides catchment averages for multiple land cover variables at different time steps (Table S1 in Supporting 
Information S1) between 1960 and 2010 and is available for 4,663 stations of the AMS dataset. The remaining 
339 stations are not considered for further analysis.

3. Methods
In this section we explain the sequence of methods (Figure 1) we use to create the set of 31 predictors varia-
bles (Section 3.1), find clusters of similar flood behavior (Section 3.2), identify the most important predictors 
(Sections 3.3 and 3.4), understand their effects on flood magnitude trends (Section 3.5), and contextualize them 
at the CONUS scale (Section 3.6). Throughout these sections we highlight and discuss advantages of the methods 
we use and how they contribute to understand flood magnitude trends.

3.1. Predictor Variables

To find the controls on the flood magnitude trends we calculate 31 predictor variables. Details on their calculation 
can be found in Table S1 in Supporting Information S1, while we here explain their potential relevance for flood 
magnitude trends. We divide the predictors into five categories: flood characteristics, climate, flood type, land 
use, and topography. The flood characteristics category contains variables describing direct flood water contribu-
tions from the three main sources (rain, snowmelt, and soil moisture). To estimate their catchment averages prior 
to the floods, we calculate the concentration time tc for every catchment:

𝑡𝑡c = 0.1 ∗ 𝐴𝐴0.3, (1)

where A is the catchment area in km 2 (Corradini et al., 1995; Robinson & Sivapalan, 1997). For rain and snow-
melt, we calculate the mean values during tc prior to the flood day, which is the time period during which water 

Figure 1. Workflow overview. Different parts of the workflow are separated by color and shape (see legend in the bottom left corner). We use flood and climate data 
to cluster catchments by flood similarity. For each cluster (regional variability) we train a Random Forest to find the most important controls on flood magnitude 
trends among 31 catchment variables. Additionally, we train one global Random Forest to find conterminous USA (CONUS)-scale controls on flood magnitude trends 
(country-scale variability). We investigate the effects of the controls on flood magnitude trends, using Accumulated Local Effects. See Section 2 and Table S1 in 
Supporting Information S1 for more details on data. See Section 3 for more details on methods.
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from these sources can affect the flood generation directly. For soil moisture, we use the value of the day prior 
to tc to capture the antecedent catchment wetness state. Using the Theil-Sen estimator (Sen, 1968), we calculate 
trends in these three values, as they can be expected to have a direct impact on flood magnitude trends. Addition-
ally, we consider AMS date trend as a variable in this category, as a shift in AMS timing can represent a change in 
flood generation that could explain flood magnitude trends. We calculate this based on the Theil-Sen estimator in 
a form that is adapted to circular values (Blöschl et al., 2017). Finally, the flood characteristics category contains 
the mean flood magnitude, which is an obvious choice, as we are aiming to understand its changes.

The climate category contains variables describing the long-term availability of the three flood generating water 
sources. We calculate the annual mean and the trends of these annual means for rain, snowmelt, and soil mois-
ture. It was previously shown that flood magnitudes change differently depending on catchment wetness or snow 
availability (Bertola et al., 2021; Blöschl et al., 2019). Trends in rain, snowmelt, and soil moisture can directly 
affect flood magnitudes due to increased/decreased water availability. Furthermore, we consider precipitation 
seasonality (Walsh & Lawler, 1981) and its trend, as flood magnitudes in catchments that are mainly influenced 
by seasonal precipitation events [e.g., hurricanes, atmospheric rivers (ARs)] could change differently from those 
in catchments with less seasonal precipitation. The final variable in the climate category is aridity, as the ratio of 
total annual evapotranspiration and precipitation, which factors in differences in runoff generation in arid/humid 
catchments (Farquharson et al., 1992; Metzger et al., 2020). Aridity has been shown to have a strong effect on the 
flood frequency distribution especially in terms of flood magnitude variance (Guo et al., 2014).

The flood type category contains the relative importance of five flood generating processes, which are based 
on the flood process classification described in Section 3.2. Information about the processes controlling flood 
generation is crucial to understand flood magnitude trends, as catchments will react differently to changes in a 
flood cause that is often causing AMS, than to changes in a cause that is less relevant for flood generation in those 
catchments (Tarasova et al., 2019). Similarly, how the relevance of these processes has changed over time could 
be a crucial factor in flood magnitude trends (Blöschl et al., 2019; Kemter et al., 2020), which is why the trends 
in their occurrence comprise the remaining five variables in this category.

The land use category includes six variables representing natural and anthropogenic land cover, its changes, as 
well as direct human influences on streamflow. The relative area of the catchment covered by canopy can affect 
flood magnitudes, for example, due to higher water storage capacity or delayed snowmelt in forested areas (Blöschl 
et al., 2007; Marks et al., 1998). As no data on changes in canopy cover are available for most of our study period, 
we only consider a single value in 2011. Impervious surfaces greatly affect flood generation, by decreasing flood 
concentration times and increasing surface flow (Blum et al., 2020). Therefore, we use both mean catchment 
imperviousness and its trend as variables for our study. Comparably, cropland cover alters soil surface properties, 
affecting runoff generation, evapotranspiration, and thereby flood magnitudes (Schilling et al., 2014), which is 
why we consider cropland cover and its trend as variables. Finally, water regulation and diversion are targeted 
human alterations of streamflow, often directly aimed at reducing flood magnitudes (Magilligan & Nislow, 2005) 
and have been found to influence flood magnitude trends (Vorogushyn & Merz, 2013).

We do not include purely spatial variables (i.e., latitude, longitude, and elevation) as they do not have an effect on 
floods themselves, but would only be a proxy for other variables such as snowfall or aridity. Their inclusion could 
prevent the selection of the actual flood magnitude trend controls in the Random Forests. Therefore, the topog-
raphy category only contains the catchment area, which has been shown to have an impact on flood magnitude 
trends (Bertola et al., 2020). Analogously to the purely spatial variables, we do not consider the mean flood date 
as a variable, which is often used to link floods to their generating processes and seasonal effects (e.g., Berghuijs 
et al., 2016), as these processes and their seasonality are already reflected in the variables of the flood type and 
flood characteristics category. Furthermore, the usefulness of these mean flood dates would differ regionally 
depending on the length or existence of a flood season. Nevertheless, we calculate mean AMS dates for all catch-
ments using the circular mean, to contextualize some of our results in the discussion.

3.2. Flood Similarity and Clustering

As climate, topography, flood generation, land use, and the temporal variations of potential controls vary region-
ally throughout the CONUS, we assume that controls on flood magnitude trends vary regionally as well. There-
fore, we divide the catchments into clusters with similar behavior in terms of flood generating processes, flood 
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magnitude fluctuations, and flood timing. This approach does not aim to find clusters of similar flood magnitude 
trends. First, we use catchment-average reanalysis data and a simple classification tree (Figure S1 in Supporting 
Information S1) to estimate the importance of the five different flood generating processes (i.e., long rain, short 
rain, snowmelt, rain-on-snow, and soil moisture excess) in each catchment. This classification is adapted from a 
previous study in Europe (Kemter et al., 2020). It is based on the catchment and weather conditions during the 
concentration time tc prior to the day of the flood peak. We classify each AMS and estimate the flood generating 
process similarity PSx,y for each pair of catchments x and y as:

PS�,� =
1
�

�
∑

�=1
� with � =

⎧

⎪

⎨

⎪

⎩

1 if��,� = ��,�

0 else
, (2)

where N is the total number of years for which data exist for the two stations, n is one of those years, and P is the 
classified generating process for a flood at a given station in a certain year. PS is one (zero) for stations that have 
all (no) processes in common.

Second, we test each pair of stations x and y for correlation in terms of flood magnitudes, which we call RCx,y. 
We use the Spearman rank correlation, which compares the magnitudes solely based on relative rank, as absolute 
flood magnitudes for catchments with similar flood conditions can vary greatly, mainly because of catchment 
area. We normalize all RCx,y values to the range 0–1 by adding 1 to each value and dividing it by 2. Therefore, 
values of zero describe complete anti-correlation between the ranks of the flood magnitudes at two stations, while 
one denotes perfect correlation.

Third, we calculate the event synchronization (ES) of AMS events between all stations (Malik et  al.,  2010). 
We do not limit this analysis to commonly recorded years, as this would lead to high ES values at station pairs 
with low temporal overlap in the flood record. Let 𝐴𝐴 𝐴𝐴𝑥𝑥

𝑙𝑙
 and 𝐴𝐴 𝐴𝐴

𝑦𝑦

𝑚𝑚 be vectors of the flood dates at the stations x and y, 
where 𝐴𝐴 𝐴𝐴 = 1, 2, 3, . . .𝐿𝐿𝑥𝑥 and 𝐴𝐴 𝐴𝐴 = 1, 2, 3, . . .𝑀𝑀𝑦𝑦 , with Lx and My as the total number of flood events at the respec-
tive stations. We allow for a time lag τ of up to 7 days between floods at two stations for them to be consid-
ered synchronous. We use a fixed time lag instead of the more commonly applied variable time lag (Agarwal 
et  al.,  2017), because our use of AMS values—as opposed to peak over threshold events—prevents multiple 
counting of synchronous events. We count the amount of events Cx,y that occur at both stations within τ:

��,� =
��
∑

�=1

��
∑

�=1
� with � =

{

1 if 0 ≤ |��� − ���| ≤ 7
0 else

.
 (3)

We then define the event synchronization ESx,y as:

ES𝑥𝑥𝑥𝑥𝑥 =
𝐶𝐶𝑥𝑥𝑥𝑥𝑥

√

𝐿𝐿𝑥𝑥 ∗ 𝑀𝑀𝑥𝑥

. (4)

A value of 0 means that no events are synchronous between two stations, while a value of 1 indicates that all 
floods at one station occurred within a week of a flood at the other station and vice versa.

Finally, the three similarity measures are combined into the flood similarity measure FSx,y by multiplication:

FS𝑥𝑥𝑥𝑥𝑥 = PS𝑥𝑥𝑥𝑥𝑥 ∗ RC𝑥𝑥𝑥𝑥𝑥 ∗ ES𝑥𝑥𝑥𝑥𝑥. (5)

This measure combines information about similarity in terms of flood generating processes, flood magnitude 
distribution, and flood timing, weighing all three aspects equally. Our approach is a more comprehensive proce-
dure compared to previous catchment clustering approaches (see Section 5.1 for further discussion). We use FS 
to find clusters of similar flood behavior using a complex network approach. A complex network consists of 
nodes, in this case the gauging stations, and links which connect certain nodes based on real-world connection 
or similarity (Boccaletti et al., 2006; Newman, 2003). Complex networks are therefore ideal for this clustering, 
as they represent the pairwise similarity of catchments in an intuitive way. We link only those nodes that are 
exceptionally similar to each other, without factoring in spatial proximity of catchments directly. We define 
exceptional similarity as the 99th percentile of all FS values. The links, for which FS exceeds this similarity 
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threshold, are denoted as ones in a binary adjacency matrix in which each row and column represents one catch-
ment. To find clusters within this network, we compute modularity, a measure for how well the nodes within a 
cluster are connected to each other in comparison to their connections to nodes outside of the cluster (Clauset 
et al., 2004). Modularity has been successfully used to find clusters of similar flood and extreme rainfall behavior 
in previous studies (Conticello et al., 2020, 2018; Yang et al., 2019). We use the Louvian modularity algorithm 
(Blondel et al., 2008), implemented in the Brain Connectivity Toolbox for MATLAB (Rubinov & Sporns, 2010), 
to maximize the modularity of the clusters. This method is among the most commonly used network clustering 
approaches due to the low computational cost and accurate clustering performance, especially for relatively small 
networks like ours (Lancichinetti & Fortunato, 2009). To have a decent sample size to train the Random Forests, 
we merge small clusters (details on the threshold in Section 4.1) with the respective large cluster to which they 
have the most links. Very small clusters (<10 stations) and stations that are not connected to any other station 
within the network are excluded from further analysis.

3.3. Trend Detection and Attribution

We use the Theil-Sen slope estimator to estimate the values and quantify the significance (p < 0.05) of the trends 
in flood magnitudes for each station. To understand what controls the spatial variability in flood magnitude 
trends (regardless of their significance) across the CONUS we use Random Forest models (Breiman,  2001). 
This method can be used for the regression of a response variable based on several predictor variables. The 
prediction combines the results of a large number—in this Case 500—of decision trees, which can chose from a 
random subset of all predictors at each split of the tree. This kind of ensemble regression with a random element 
reduces overfitting, that is, improves the model performance on new data (Breiman, 2001). We use Random 
Forests, as we cannot a priori reject the possibility that some controls affect magnitude trends in a nonlinear way, 
which would not be captured in a linear regression model. Furthermore, we employ forests based on conditional 
inference trees, which have the advantage of resulting in less biased predictor selection for correlated predictors 
compared to commonly used partition trees (Hothorn et al., 2006). This allows us to reduce biases in initial vari-
able selection. We use the cforest_unbiased function of the party-package in R, which set. all user parameters of 
the Random Forests to further minimize bias (Strobl et al., 2007).

Here we use our set of 31 variables as predictors for Random Forests to detect flood magnitude trend controls, 
that is, those variables that explain most of the spatial variability in flood magnitude trends. It is not necessary to 
focus only on significant trends here, as nonsignificant magnitude trends can be caused by significant opposing 
effects from different controls, which are averaged at the catchment scale (Kormann et al., 2015). While one could 
view these mixing effects at the seemingly nonsignificant center of the trend distribution within each cluster as 
random variability, they are important for fitting the Random Forest models to all flood magnitude trends and 
their inclusion is crucial for successful trend attribution (Kormann et al., 2015).

We then train one Random Forest for each cluster and interpret their results separately. To evaluate the perfor-
mance of our clustered Random Forest approach we measure the predictive performance of the model using mean 
squared errors (MSE). MSE is computed based on out-of-bag errors, meaning that the calculated error for the 
prediction of a magnitude trend value is only based on the trees that did not include that value in their training 
data. This is similar to a training- and test-data split and reduces overfitting of the model. We compare the distri-
bution of squared errors of the clustered Random Forests with those of a global Random Forest trained on all 
data without cluster information and use a Mann-Whitney test to determine significance of the difference in error 
distributions (Mann & Whitney, 1947).

3.4. Predictor Selection

To avoid overfitting by the Random Forests (i.e., good predictive capability for training data, but poor results 
for new data), it is advisable to reduce the amount of model predictors to as few as possible while retaining 
predictive accuracy. This process is called feature selection, where feature is synonymous with predictor. For 
this purpose, we use the Recursive Feature Elimination (RFE) algorithm of the featureselection function in the 
R-package moreparty. RFE is a method that is well suited to select the best set of predictors, even if some of them 
are correlated (Gregorutti et al., 2017). We use an iterative approach to reduce the number of predictors both at 
the cluster level and across all clusters. This is accomplished by first applying RFE to each cluster separately and 
removing predictors using the one standard deviation rule of featureselection. All predictors that have not been 
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selected for any of the clusters are then removed from the entire set of predictors. Afterward, we again apply RFE 
to all clusters using this reduced set of predictors and repeat this process until only those predictors are left that 
were selected in at least one cluster. For each cluster, this final set of selected predictors is used to train a Random 
Forest. The iterative use of relative total effect (RTE) reduces the number of considered predictors in each iter-
ation, decreasing the uncertainty of the predictor selection and reducing the final number of selected predictors 
per cluster to an interpretable amount. For the global Random Forest, we only select the predictors once, skipping 
the iterative process.

3.5. Predictor Effects

To understand how the predictors in the Random Forest models affect the flood magnitude trends, we use ALE 
plots, which describe how a model predictor affects the model prediction throughout the predictor's value range 
(Apley & Zhu, 2020). In hydrology, this method has been recently used to study the effects of catchment variables 
on flood generating processes (Stein et al., 2021). The uncentered ALE 𝐴𝐴 𝐴𝐴𝐴𝑗𝑗𝑗ALE(𝑥𝑥) is calculated based on differ-
ences in the prediction within quantiles of the predictor:

�̂�𝑔𝑗𝑗𝑗ALE(𝑥𝑥) =

𝐾𝐾𝑗𝑗
∑

𝑘𝑘=1

1

𝑛𝑛𝑗𝑗(𝑘𝑘)

∑

𝑖𝑖∶𝑥𝑥𝑖𝑖𝑗𝑗𝑗∊𝑁𝑁𝑗𝑗 (𝑘𝑘)

[

𝑔𝑔
(

𝑧𝑧𝑘𝑘𝑗𝑗𝑗 𝑗 𝑥𝑥𝑖𝑖𝑗∖𝑗𝑗

)

− 𝑔𝑔
(

𝑧𝑧𝑘𝑘−1𝑗𝑗𝑗 𝑗 𝑥𝑥𝑖𝑖𝑗∖𝑗𝑗

)]

𝑗 (6)

where x is one of the values of the predictor j for which the ALE plot is calculated, k is one of Kj quantiles into 
which the range of x is divided, nj(k) is the number of values of x that fall into this quantile Nj(k) ranging from 
i = 1, 2, … nj(k), and zk,j denotes the values of x at the boundary of that quantile. Furthermore, g is the output of 
the prediction model, and xi,\j are the values of instance i for all other predictors except for j. This means that for 
each quantile we calculate the mean difference in the model response between the upper and the lower margin 
of that quantile. We use a variable number of quantiles depending on the number of stations within a cluster. We 
chose the number of quantiles so that each of them contains at least 15 stations, but limit the maximum number 
of quantiles at 15, to prevent the appearance of unrealistically high resolution and artifacts in the ALE plots. The 
uncentered ALE values are centered to retrieve 𝐴𝐴 𝑓𝑓𝑗𝑗𝑗ALE(𝑥𝑥) by subtracting its mean across all quantiles:

𝑓𝑓𝑗𝑗𝑗ALE(𝑥𝑥) = �̂�𝑔𝑗𝑗𝑗ALE(𝑥𝑥) −
1

𝐾𝐾𝑗𝑗

𝐾𝐾𝑗𝑗
∑

𝑘𝑘=1

�̂�𝑔𝑗𝑗𝑗ALE(𝑥𝑥𝑘𝑘) (7)

Furthermore, we classify the predictor effect as “positive,” “negative,” or “non-monotonic.” For this, we first 
test for the existence of a significant (p < 0.05) monotonic pattern in the ALE data using the Mann-Kendall test 
(Mann, 1945). If a significant relationship exists, we use the sign of its slope to assign “positive” or “negative” 
accordingly. If the Mann-Kendall test finds no significant relationship, we assign “non-monotonic.” Note that this 
does not mean non-monotonic in the strict mathematic sense, but rather a distinction between a linear relationship 
and all other types of relationship. While the slope of the ALE plot gives us information about the directional 
effect of a predictor on the magnitude trends, we use the mean absolute ALE values to derive the absolute predic-
tor importance, similar to Stein et al. (2021). For each cluster, we divide these values by the largest value within 
this cluster and call the resulting measure of predictor importance the RTE with a range between 0 and 1.

3.6. Country-Scale Variability

With our setup, the Random Forests explain the spatial variability of flood magnitude trends within each clus-
ter, which we call regional variability. This approach however has a potential shortcoming for clusters in which 
the regional variability is not evenly spread around zero, but highly skewed toward the negative or positive. 
For example, if all flood magnitude trends in a cluster were positive (negative), the Random Forests could only 
explain why some catchments show more positive trends than others, but not why the overall trend of the cluster is 
positive (negative). We call the differences in the overall trends of different clusters the country-scale variability, 
reflecting how much the overall trends of the clusters differ from zero. Scenarios can be imagined in which the 
country-scale variability is controlled by different processes than the regional variability, which makes it impor-
tant to study both types of spatial variability.

For clusters with a clear majority (at least two in three stations) of trends with a certain sign, we therefore addi-
tionally analyze the country-scale variability. For this, we use boxplots of the 31 catchment variables, grouped 
by clusters, to find the most prominent differences to neighboring clusters. Additionally, we study the selected 
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features and ALE plots of the global Random Forest, which contains more information about country-scale vari-
ability, as it includes all catchments from every cluster.

4. Results
4.1. Clustering Results

The clustering algorithm found 13 clusters. There were 273 catchments that were not assigned to any of the 
clusters and were excluded from further analysis, leaving a total of 4,390 catchments. Three of the 13 clusters 
consisted of less than 90 catchments each: 58 in a cluster on the Florida Peninsula, 64 along the eastern flank of 
the Rocky Mountains, and 88 on the Colorado Plateau, compared to 218 for the next smallest cluster. We consid-
ered these sample sizes as too small to guarantee reliable results, and the clusters were therefore merged with the 
cluster to which they had the most connections within the complex network, the Southeast, Rocky Mountains, 
and Pacific SW clusters, respectively. This produced a final set of 10 clusters consisting of 218–654 catchments 
(Figure 2a).

Flood magnitude trends (Figure 2b) range from −5.5%/yr to 4.6%/yr with a median of −0.0009%/yr. The 5th and 
95th percentile of trends are −1.4%/yr and 1.1%/yr, respectively. There are 743 stations that show significant 
trends (p < 0.05, Theil Sen), but even for those without significant trends there are distinct regions of predom-
inantly positive and negative trends. The clusters Midwest, Southeast, and New England consist mainly (i.e., at 
least 66.6%) of catchments with one direction of trends (Figure 3a). In the seven other clusters, both positive and 
negative flood magnitude trends are almost equally common.

The distribution of catchment variables shows that the clusters differ substantially from each other (Figure 3). 
All clusters are unique in at least one aspect and are clearly distinct from their neighboring clusters in several 
metrics. As the clustering is solely based on flood behavior, this highlights how a river is aggregating the different 
hydro-climatological and land cover processes of a catchment.

4.2. Variable Selection and Effects

During the iterative predictor selection process for the Random Forests, 16 predictors were chosen in at least 
one cluster, following the fourth iteration, which found no unselected predictors. We only show the three most 
important predictors here (Figure 4), while the detailed ALE plots and exact importance values can be found in 
Section 5.2 (Figure 5) and in Figures S3–S11 in Supporting Information S1. The 15 predictors that have not been 
selected in any cluster are mean flood magnitude, flood date trend, relevance of long rain, rain on snow and soil 
moisture floods, all trends in process relevance, annual snowfall trend, annual soil moisture trend, flood gener-
ating snowmelt trend, cropland trend, and imperviousness trend. If any of these variables is important for flood 
magnitude trends, it is not at the regional level or only for very few catchments within a cluster.

During the iterative predictor selection process, between two and five predictors were selected per cluster. Catch-
ment area, annual rainfall trend, and flood soil moisture trend were only selected in one cluster each. The vari-
ables imperviousness (four times), mean annual rainfall, aridity, precipitation seasonality trend, flood rainfall 
trend, and canopy cover (three times each) were selected most often. The categories climate and land use are 
almost equally important, with predictors from the respective categories being selected 15 and 11 times. At least 
one climate predictor was selected in all but one cluster (Midwest).

The combined prediction performance of the clustered Random Forest models (MSE = 0.409) is significantly 
better (p < 0.05 based on the Mann-Whitney test) than that of the global Random Forest for the entire CONUS 
(MSE = 0.445). In the global Random Forest, only five predictors were selected: mean annual rainfall, annual 
rainfall trend, aridity, flood rainfall trend, and imperviousness. All of these are important in at least one of the 
clustered Random Forests as well, and four are among the most frequently selected predictors in the clustered 
models (all but annual rainfall trend).

4.3. Controls on Flood Magnitude Trends

Based on Figure 4 and the underlying ALE plots (Figure 5 and Figures S3–S11 in Supporting Information S1) we 
can draw conclusions on the processes that control regional variability in flood magnitude trends for the different 
regions. In this section, we present the controls of regional variability for the clusters in the context of previous 
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work. For the clusters with at least 66.6% of catchments showing a trend of the same sign, we additionally discuss 
country-scale variability based on Figure 3.

In the Pacific NW cluster, the most important predictor is aridity, which affects flood magnitude trends nega-
tively (Figure 5). Simultaneously, flood generating rainfall trends have a positive effect. This means that flood 

Figure 2. Flood behavior clustering and flood magnitude trends for the conterminous United States. (a) Based on flood generating processes, flood magnitude 
distribution, and flood timing, 10 distinct clusters of catchments have been found. Clusters are based on complex network modularity, meaning that floods in 
catchments within a cluster are similar to each other, but distinct from those in all other clusters. Note that no spatial information is part of the clustering process and 
that the clustering does not aim to group catchments of similar flood magnitude trends. (b) Trends in the magnitudes of annual maximum floods for 4,390 stations 
between 1960 and 2010 based on Sen's slope. Large dots mark significant trends (p < 0.05). Values are relative to the mean of the station time series. Color bar range is 
truncated to improve readability.
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Figure 3. Cluster property comparison. Distribution of flood magnitude trends (a), catchment elevation (b), and the final set of 16 selected variables grouped by 
clusters (d–r). Panel titles indicate the values depicted on the x-axes. Boxes range from the 25th to the 75th percentile with a notch indicating the median. Whiskers 
reach to 10 times the interquartile range or to the furthest data point, if the latter is closer. Outliers marked in red. Imperviousness is shown on a logarithmic scale (p). 
The binary variable regulation/diversion is shown as a bar plot of the percentage of regulated catchments per cluster (r). All unselected variables are shown in Figure S2 
in Supporting Information S1.
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magnitude trends are the highest in very wet catchments, in which flood generating rainfall has increased, and 
magnitude trends are lower in other catchments. The very dry catchments in which magnitude trends are high are 
situated in the rain shadow of the Cascade Range in the eastern part of the cluster, where precipitation patterns 
and AR influence differ greatly from the coastal part of the cluster (Hu et al., 2017). This could also be linked to 
an increasing amount of precipitation falling as rain instead of snow (Hatchett, 2018), mainly due to increasing 
temperatures (Yan et al., 2019) and partly due to warming ARs—which are essential for flood generation (Barth 
et al., 2017; Neiman et al., 2011) in the region. The positive flood magnitude trends are mostly (82%) limited to 
unregulated catchments, which shows in the negative effect of regulation/diversion.

In the Pacific SW cluster (Figure S3 in Supporting Information S1), the most important predictor is the trend 
in precipitation seasonality, meaning that relatively high (low) magnitude trends occur in catchments in which 
precipitation has become more (less) seasonal. The second highest importance is found for mean annual soil 
moisture, which shows a distinct, nonlinear change point in the ALE plots, with a positive effect for catchments 
with values below 33%. This means that AMS trends are high for the dryer catchments in southern California 
and the Colorado Plateau, where short rain events (positive ALE) are more important for flood generation. This 
indicates that the different types of flood generation in this cluster (i.e., short-lived spring rain in the south and 
east; long rain, ARs and a snowmelt component in the north) have changed differently, which can lead to drastic 
changes in flood magnitudes (Davenport et al., 2020). Additionally, there is a strong positive effect of impervi-
ousness mainly for the highly urbanized areas of Los Angeles and the San Francisco Bay.

In the Rocky Mountains cluster (Figure S4 in Supporting Information S1), we find that imperviousness has the 
highest importance, but that its highly positive effect is limited to the few (2.6%) catchments with values above 
2%. The mean annual snowfall and the relevance of snowmelt have a positive effect on flood magnitude trends. 
These two effects fit previous findings, suggesting that in low-to-medium elevation catchments in this region, 

Figure 4. Catchment variable effects on flood magnitude trends. Overall predictor importance (dot size) of the three most important variables in each cluster (see 
Figure 5 and Figures S3-S11 in Supporting Information S1 for exact values and variables of lower importance). Only two variables were selected in the North cluster. 
Predictor importance is calculated as the relative total effect, that is, the mean absolute ALE divided by the maximum mean absolute ALE of the cluster. The directional 
effect (dot color) is estimated from the ALE slope. A positive (negative) effect means that the predicted flood magnitude trend increases (decreases) with increasing 
variable values. Interpolated cluster map in the background depicts the most common cluster among the 20 nearest stations at each 0.05° × 0.05° pixel.
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Figure 5.
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increasing temperature has led to an earlier onset of snowmelt and reduced snowpacks, causing lower streamflow 
in spring (Rood et al., 2016), which is the region's main AMS season. At the higher elevations with more annual 
snowfall and a higher relevance of snowmelt for flood generation, snowpacks and thereby floods are not yet 
affected by increasing temperatures (Rood et al., 2016).

The Central and North clusters show similarities in the spatial distribution of flood magnitude trends (Figure 2b). 
Both have an average magnitude trend of about zero, but with a high variance in both directions and some of the 
highest and lowest trends in the entire CONUS (Figure 3a). There is a division roughly along the 100th western 
meridian separating negative AMS magnitude trends to the west and positive trends to the east, except for a patch 
of negative trends in the northeast of the North cluster. This east-west separation is common among climatologi-
cal variables in this region, as it separates the arid highland prairie of the “Great Plains” in the west from the more 
humid, low-lying regions in the east. An influence on flood magnitudes that is not directly represented in our 
model is the lowering of the groundwater table due to human activity, which has been shown to have decreased 
peak streamflow in Kansas and Nebraska (Rasmussen & Perry, 2001), which are part of these two clusters. Slater 
and Villarini (2016) have shown that this water withdrawal has decreased basin wetness in this area.

Our model finds similar importance for the nonlinear negative effect of precipitation seasonality and the positive 
effect of mean annual rainfall on flood magnitude trends in the Central cluster (Figure S5b in Supporting Infor-
mation S1). Both variables are highly anti-correlated here (Figure S5a in Supporting Information S1). Precipita-
tion seasonality trend, with its almost linear, positive effect, is the third most important predictor. This suggests 
that, where precipitation is converging toward the flooding season, flood magnitudes increase, while catchments 
in which seasonality remains constant or diverges show no or negative flood magnitude trends. In the eastern 
half of the cluster, mean flood dates lie in late winter and early spring, when ARs cause most AMS (Lavers & 
Villarini, 2013; Nayak & Villarini, 2017), while supercell thunderstorm and hurricanes cause many floods in 
summer and fall in the west and south (Aryal et al., 2018; Smith et al., 2001). It is noteworthy that none of the 
land use variables we considered was selected in this cluster, suggesting that human activity is less important than 
hydro-climatological changes for flood magnitude trends, despite 48.2% of rivers being regulated/diverted. This 
high percentage does however not say anything about the degree of regulation at each of these rivers or whether 
water management has changed in the study period—aspects that we cannot study with this dataset. Furthermore, 
this seeming irrelevance of human activity does not include potential effects from water withdrawal of the Ogal-
lala Aquifer, which is an important water source for rivers in the cluster and has been depleting between 1950 and 
2015 (McGuire, 2017).

In the North cluster, cropland cover is the most important variable (Figure S6 in Supporting Information S1). It 
has a positive effect with a step change at a value of 30%, suggesting a direct human influence on floods through 
surface alteration and tile drainage, which only manifests itself in the flood magnitude trends if a large enough 
part of the catchment is affected. In contrast to the Central cluster, annual rainfall has a more complex effect 
on AMS magnitude trends here. The effect is negative for very dry catchments, positive for medium dry ones 
(400–600 mm/yr), neutral for medium wet ones (700–900 mm/yr), and positive again for wetter catchments. It has 
been previously shown that precipitation is the most reliable predictor for flood frequency trends in this region 
(Neri et al., 2019), but for magnitude trends the situation seems to be more complicated.

In the Midwest cluster flood magnitudes have increased in 74.0% of catchments and its mean flood magnitude 
trend of 0.34%/yr is the highest among all clusters (Figure 3a). Annual rainfall has increased in 98.2% of catch-
ments (Figure 3e), which is most likely a key contributor to these AMS magnitude trends. This cluster shows a 
narrow window of mean AMS dates with 89% of them in March and April, suggesting that flood generation is 
very homogeneous. It is the cluster with the highest mean imperviousness and cropland cover (Figures 3p and 3q), 
as well as river regulation or diversion in 31.8% of catchments, indicating a strong anthropogenic influence on 
flood magnitudes. The most important variable in this cluster is the trend of flood generating rainfall, which has a 

Figure 5. Predictor effects for the Pacific NW cluster. (a) Bivariate scatter plots for the five predictors that were selected for this cluster. Red (blue) dots indicate 
decreasing (increasing) flood magnitude trends of a given catchment. Random noise added to regulation/diversion y-values [it does not affect the variable it is plotted 
against or the Accumulated Local Effect (ALE) plots] to improve visibility of single dots. Histograms plotted on the diagonal. Y-axis labels on the left apply to the 
entire row, except for the histograms, which show counts on the y-axes. X-axis labels in the bottom of panel (b) apply to the entire column in panel (a). (b) Accumulated 
Local Effect plots for the five predictors in blue. RTE = relative total effect, that is, the mean absolute ALE divided by the maximum mean absolute ALE across 
selected variables in the cluster. Diamonds mark the quantile edges for which ALEs were calculated, highlighting the variable quantile ranges. The plot can be analyzed 
by comparing each ALE plot in panel (b) to the bivariate plots in the respective column of panel (a), noting the relationship between magnitude trends and different 
predictor values.
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positive effect (Figure S7 in Supporting Information S1). Flood generating rainfall has increased in 82.2% of the 
catchments, likely driven by the generally increasing rainfall amounts mentioned above. Previous work suggests 
that about 50% of AMS in this cluster are related to ARs (Nayak & Villarini, 2017). Even though no trends in the 
frequency or duration of the ARs in this region could be found (Nayak & Villarini, 2017), an intensification of the 
associated rainfall could have driven the rainfall and flood magnitude trends. The second most important variable 
is imperviousness, which has a strong positive effect for the 94 catchments with imperviousness values above  6%, 
44 of which are situated in the Chicago metropolitan area. Increasing imperviousness due to urbanization has 
been linked to increasing flood frequencies in the Chicago area (Villarini et al., 2013). Canopy cover mainly has 
a negative effect for catchments with more than 40% canopy cover. This means that flood magnitude trends are 
lower in the less urbanized or cultivated catchments of this cluster, hinting at a buffering effect of forested areas 
for increasing rainfall sums. Snowmelt relevance has a negative effect, with catchments in which snowmelt gener-
ates more than 12% of floods showing mainly negative flood magnitude trends.

Flood magnitudes have decreased in 78.3% of the catchments in the Southeast cluster (Figure 3a). The trend in 
annual rainfall has by far the highest importance and shows a positive effect (Figure S8 in Supporting Informa-
tion S1). As 76.6% of stations in this cluster have their mean AMS date in February or March, we calculated 
rainfall trends for these 2 months. With a cluster-wide mean of −0.43%/yr these are more than seven times lower 
than the annual trends (−0.059%/yr). This suggests that especially the decreasing rainfall amounts in February 
and March are responsible for the generally negative flood magnitude trends in the cluster. This is likely related to 
the decreasing number and intensity of extra-tropical cyclones (Wang et al., 2013), which are important for spring 
precipitation in this region (Hawcroft et al., 2012). With a much lower importance, the trend in flood generating 
soil moisture (positive effect) was selected. As high antecedent soil moisture is responsible for the generation of 
35.7% of AMS in this cluster—which is the highest value among all clusters (Figure S2e in Supporting Infor-
mation S1)—a change in soil moisture can be expected to affect flood magnitudes substantially here. Annual 
rainfall sums have decreased the most in the catchments along the Atlantic Coast, east of the 86th Meridian. We 
find especially negative flood magnitude trends in the catchments in the north of the cluster, which are fed by 
precipitation in the Appalachians, explaining the negative effect of mean annual snowfall.

In the Appalachia cluster, canopy cover is the most important predictor, and has a negative effect in the Random 
Forest model (Figure S9 in Supporting Information S1). This effect stems from the highly forested regions along 
the western flank of the Appalachians. Aridity has the second highest effect, with relatively dry catchments show-
ing the lowest flood magnitude trends. The trend in flood generating rainfall is of similar importance but shows a 
positive effect. It has been previously shown that ARs are responsible for 50%–80% of AMS in this region (Nayak 
& Villarini, 2017). Similar to the Midwest cluster, a change in the intensity of ARs could have had a significant 
impact on flood generating rainfall and thereby flood magnitudes in the cluster.

In the Mid-Atlantic cluster, regulation/diversion was found to be the most important predictor (Figure S10 in 
Supporting Information S1). The predictor effect is negative and only 12.3% of the stations with a positive flood 
magnitude trend are regulated. Annual rainfall, the second most important predictor, has a nonlinear effect. 
Annual rainfall trends are gradually increasing from the southwest to the northeast of the cluster. The effect of 
imperviousness is overall minor, but highly positive for the 13% of catchments with an imperviousness above 4%, 
which are mainly located in the Washington, D.C. and Richmond metropolitan areas.

Most catchments in the New England cluster show positive flood magnitude trends (73.5%) and the mean flood 
magnitude trend of 0.31%/yr is the second highest among all clusters (Figure 3a). These generally positive trends 
are most likely due to increasing annual rainfall in all the catchments (Figure 3e). There is also a high mean flood 
generating rainfall trend of 0.92%/yr (Figure 3k), which, together with the decreasing relevance of rain on snow 
or snowmelt for flood generation in 66.2% of catchments (Figures S2h and S2j in Supporting Information S1), 
suggests a general shift from snow-to rain-associated floods. The ALE plots found the precipitation seasonality 
trend (positive) as the most important predictor in the cluster (Figure S11 in Supporting Information S1). To 
reiterate, a low precipitation seasonality means that precipitation is spread out evenly throughout the year, mean-
ing that flood magnitude trends are the highest in catchments in which precipitation has become more seasonal. 
Similar to the nearby Appalachia cluster, high aridity has a negative effect on flood magnitude trends here. The 
model found a negative, linear effect for catchment area, meaning that large catchments are experiencing smaller 
flood magnitude trends. Furthermore, short rain relevance has a minor positive effect. In this region, short rain 
floods are often caused by late spring or summer storms, which are highly sensitive to the local topography and 
land cover heterogeneity (Yeung et al., 2011).
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5. Discussion
5.1. Clustering

The clustering process produced 10 spatially distinct (Figure 2a) and hydro-meteorologically meaningful clusters 
(Figure 3). The number of clusters is below those in previous studies (Brunner et al., 2020; Yang et al., 2019), 
who found 15 clusters; their analyses were based on different datasets, clustering approaches, and similarity 
measures. The difference can be explained by our relatively high minimum cluster size, which is necessary to 
guarantee a sufficient sample size for Random Forest training. Compared to the results of Brunner et al. (2020), 
our clusters are similar in extent and some of them are combinations of two or three clusters in their paper. A 
comparison to Yang et al. (2019) is less straightforward, as their limited dataset of 242 catchments leads to some 
very small clusters. Their six largest clusters, which contain 226 catchments, are similar in extent to our Pacific 
NW, Rocky Mountains, North, Midwest, and New England clusters as well as a combination of the Southeast, 
Mid-Atlantic and Appalachian clusters. In comparison to both results, our method generated less spatial overlap 
between clusters. These comparisons show that our clustering approach produced physically reasonable, distinct 
clusters, in spite of the larger size of the dataset and the ignorance of spatial information during the clustering 
process.

5.2. General Predictor Effects

We find that in all clusters in which regulation/diversion was selected, it has a negative effect on flood magnitude 
trends. While it can be expected due to the role of reservoirs in attenuating flood peaks to prevent damage, note 
that this predictor is a static value with no information about whether regulation has increased during the study 
period. As the GAGES data only provides a start and an end year for the influence codes, a more detailed analysis 
of the effects of trends in regulation/diversion is not possible in this study. The negative effects of canopy cover 
suggest that—similar to the effect of regulation/diversion—the flood attenuating impacts of forests could also 
mitigate the effects of a changing climate on flood magnitudes.

The ALE plots reveal that imperviousness generally has almost no effect at low values but a very high positive 
effect above a certain threshold (between 2% and 10% depending on the cluster). Both of these findings are in 
agreement with previous work (Hodgkins et al., 2019; Vogel et al., 2011). Like in the case of regulation/diversion, 
imperviousness is a static value for the entire study period. In this case, we additionally use imperviousness trends 
as a possible predictor, which was however not selected in any of the clusters nor in the global Random Forest 
model. This suggests that trends in imperviousness—all of which are positive in our dataset—have a smaller 
effect on flood magnitudes than the amplification of other trends in flood generating mechanisms through exist-
ing impervious surfaces. Note however, that the trends of imperviousness and cropland are only based on five and 
six time steps, respectively (Table S1 in Supporting Information S1). Therefore, the calculated trends might not 
be accurate. A dataset at a higher temporal resolution would be needed to confirm our finding of a smaller effect 
of imperviousness trends. To our knowledge, no such dataset exists for the study period.

Cropland cover, which was selected in two clusters, shows strong opposing effects in the Pacific NW and North 
cluster. While 98% of catchments in the Pacific NW cluster have less than 30% cropland cover, this number 
is exceeded in 59% of catchments in the North cluster (Figure 3q). The 30% threshold is relevant because the 
strong positive effect of cropland cover in the North cluster mainly occurs from this value upward (Figure S6b in 
Supporting Information S1). This discrepancy in cropland value ranges explains the opposing effects and hints at 
a nonlinear step change in the influence of cropland cover on flood generation which should be studied in more 
detail in future work to rule out the possibility that they could be artifacts due to insufficient land-cover data 
quality.

The generally positive effects of annual rainfall trends, flood rainfall trends, and flood soil moisture trends are 
unsurprising, as a higher (lower) amount of available water in a catchment will naturally lead to increasing 
(decreasing) flood magnitudes. More interestingly, high precipitation seasonality generally has a negative effect, 
while its trend has a positive effect. This means that in some clusters, catchments with a more seasonal precipi-
tation distribution have lower magnitude trends, while in other clusters increasing seasonality is linked to higher 
flood magnitude trends. In the Central cluster, both effects exist simultaneously, which seems contradictory and 
should be studied further.
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In three clusters, aridity has a strong negative effect on flood magnitude trends, while mean annual rainfall sums 
have a positive or nonlinear effect in three others, which is consistent with previous findings that climate change 
is making wet seasons wetter in rainy regions, but not in dry ones (Chou et al., 2013), and that wet regions in the 
CONUS have become wetter in the past decades (Greve et al., 2014). The positive effect of short rain relevance 
in two clusters can be explained by the increase in daily extreme rainfall magnitude across the CONUS (Yin 
et al., 2018), which affects short rain floods the most, which we define here as floods that are triggered mainly 
by the rainfall from a single day. Mean annual snowfall and snowmelt relevance show opposing effects in the two 
respective clusters in which they were selected. For both variables, the effects are positive in the Rocky Moun-
tains cluster, which stems—as mentioned in Section 4.3—from the effects of decreasing snowpacks and earlier 
snowmelt in the relatively low-lying regions (Rood et al., 2016), where less precipitation falls as snow than in 
the higher regions. In the two clusters with negative effects for these variables (Midwest and Southeast), snow 
is generally less relevant for flood generation but in the catchments where it is relevant, flood magnitude trends 
seem to be lower due to decreasing snow abundance.

5.3. Country-Scale Variability

While the predictive performance of the clustered Random Forests is higher than that of the global model (see 
Section 4.2), the characteristics of the latter can still yield additional insights into controls on flood magnitude 
trends at the CONUS scale. In the global Random Forests three climatic predictors, one flood process predictor, 
and only one land cover variable were selected (Figure 6), in contrast to the clustered Random Forests in which 
climate and land cover predictors are of almost similar importance. This suggests that climatic changes were of 
higher importance for past flood magnitude trends at the CONUS scale, while land cover conditions were almost 
equally important as climatic changes at the regional scale.

In the three clusters with predominantly negative (South Atlantic) or positive (Midwest and New England) flood 
magnitude trends, we identified a respective negative or positive trend in annual and flood generating rainfall 
sums as the most likely controls on these predominant trends. This result is reflected in the ALE plots for the 
global Random Forest, in which these two variables have the highest importance and a positive effect on flood 
magnitudes.

Figure 6. Accumulated local effects for the predictors of the global Random Forest. Blue lines show the ALE values for the 
five variables that were selected in the conterminous USA (CONUS)-wide Random Forest. Gray bars show a histogram of 
each variable. The trends in flood generating and annual rainfall are the most important predictors of flood magnitude trends 
at the CONUS level. RTE = relative total effect, that is, the mean absolute Accumulated Local Effect (ALE) divided by the 
maximum mean absolute ALE of the cluster. Diamonds mark the quantile edges for which ALEs were calculated, showing 
the variable quantile ranges.
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5.4. Uncertainty Assessment

All climatological variables are based on a single reanalysis dataset (Livneh et  al.,  2013). We note that this 
dataset was not initially calibrated to study flood events and that its daily resolution is too coarse for the quick 
flood generation in the smaller catchments of our dataset. Therefore, it might not represent all aspects of flood 
generation correctly. However, previous studies have successfully used the dataset to model floods and high flows 
in Texas (Zhao et al., 2016) and across the CONUS (Oudin et al., 2018). The fact that the controls we found in 
many clusters fit well to results from previous regional studies (see Section 4.3) further support the feasibility of 
the reanalysis data for this study. Nevertheless, all results have to be seen with this uncertainty in mind, meaning 
that variable importance should be viewed in relative, rather than absolute terms.

The flood classification approach we are using is a simplification of the real world in several ways. First, we 
only consider five different types of flood generation and treat them as distinct even though real world floods 
are always the result of the interplay of water from multiple sources. This degree of simplification is in line with 
most flood type classifications (Berghuijs et al., 2016; Tarasova et al., 2019). More nuanced classifications exist 
(e.g., Tarasova et al., 2020), but the aim of this study—to investigate a large, heterogeneous region with the same 
set of variables—required a simpler approach. Furthermore, the calculation of trends in flood types requires a 
certain number of events of a given type at each station within the study period. A larger number of flood types 
would therefore decrease the chance of gaining a sufficient number of events per type. Second, the thresholds in 
the classification scheme are to some extent arbitrary, even though they are based on previous studies (Kemter 
et  al.,  2020; Stein et  al.,  2020). A sensitivity analysis (not shown here) to small changes in these thresholds 
showed no substantial impact on our main results. Third, the classification is based on a simple representation of 
catchment concentration time tc. While more realistic representations of tc are available (Tarasova et al., 2019), 
which take into account the flood generating process, we decided to use the approach we present here. We did 
so because one aim of tc in this study is to detect the flood generating process itself, which excludes it from the 
information that could be used to calculate tc. Furthermore, we did not consider the variation of tc between AMS 
events by analyzing event hydrographs. This would complicate the comparison and trend calculation of flood 
contributions from different water sources (rain, snowmelt, soil moisture), which we also calculate based on tc. 
In addition, such an approach would not be possible for the smaller, fast-responding catchments in the dataset, as 
our analysis is based on daily streamflow data.

Sensitivity analysis (not shown here) of the clustering approach shows that it can be prone to shifting cluster 
assignment due to changes of connections in the complex network, leading to a shift of a group of catchments 
from one class to another or the merging or splitting of certain clusters. However, we found that, apart from 
these occasional shifts of small groups, the boundaries between clusters are stable. We furthermore found, that 
these changes in cluster assignment do not affect the main results of the Random Forests substantially: the ratio 
of predictor selections between the categories is stable, the most important predictors are always similar, and in 
cases when groups are transferred to other clusters the importance of a predictor with which this group is highly 
associated migrates with it to the new cluster.

Given the sparse data availability for land cover changes (only five to six time steps from 1960 to 2010) and no 
information about canopy cover or regulation/diversion changes, the studied effects of land cover changes carry 
high uncertainties. The fact that static land cover variables were selected in seven out of 10 clusters suggests 
that their trends—which were not selected at all—should also be of some relevance for flood magnitude trends. 
Trends in land use should be assessed in future studies focusing on more recent decades for which more data are 
available from remote sensing products.

6. Conclusions
Through flood behavior clustering and Random Forests, we found that hydro-climatological and anthropogenic 
factors have both substantially contributed to past changes in AMS magnitudes across the CONUS. Their similar 
importance, which could not be shown in previous studies drawing from a less diverse set of controls, high-
lights the necessity to represent land cover and water regulation as well as their potential changes in models of 
future flood risk, which so far focus mainly on climatic changes. The land use factors that have been found as 
important controls on flood magnitude trends are always static indicators (for imperviousness and cropland) or 
the available information does not allow to quantify whether the factor has changed within the study period (for 
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regulation/diversion and canopy cover). The result that static land use factors are more important than their trends 
carries some uncertainty given the sparse data availability in the study period, but suggests that land use is able to 
attenuate (in the case of forested areas) or amplify (in the case of urbanized areas) the effects of climatic changes 
on flood magnitudes. This suggests that land use change and land use planning can be crucial aspects of flood 
risk management at large scales, for instance through reforestation. The adequate consideration of both static and 
dynamic land cover variables in planning will require additional, dedicated studies, as flood magnitude trend 
controls can have nonlinear effects—like in the case of imperviousness, for which in four clusters catchments 
beyond a certain degree of urbanization have witnessed significantly higher flood magnitude trends than those 
below the threshold. Therefore, land cover changes and effects should be studied more thoroughly in hydrologic 
modeling research.

The novel combination of the flood behavior clusters with interpretable machine learning (ALE plots) allowed 
us to show how the different controls influence the flood magnitude trends in different regions of a large study 
area while minimizing biases in initial variable selection. We identified variables that generally had a negative 
or positive effect on flood magnitude trends independent of the cluster, while other variables showed opposing 
effects for different regions due to the diverse hydro-climatological conditions. Such regionally varying effects of 
flood trend controls can remain undetected in continental scale studies, potentially leading to incomplete inter-
pretations. The ALE plots furthermore allowed us to uncover non-monotonic relationships between catchment 
variables and flood magnitude trends.

The clustered Random Forests have a higher predictive ability than a global Random Forest trained on the same 
data. As the clustered Random Forests focus on attributing flood magnitude trends within the clusters, the global 
Random Forest model is nonetheless useful to identify the controls on country-scale variability. Our results show 
that climatic changes control the overall flood magnitude trends across the CONUS, while land use modulates 
these affects within the regions. This highlights that a combination of a clustering approach and a global model 
is necessary to fully grasp controls on flood trends at a continental scale without neglecting regional differences.

Our findings highlight the importance of a holistic view on flood magnitude trends, as hydro-climatological and 
land cover conditions can regionally interact in complex ways, which can go unnoticed when entire continents are 
studied or only certain aspects, subregions, or catchment types are taken into account. Models of future changes 
in flood risk will have to consider these interactions to fully capture the interconnected nature of flood generation 
and more reliably project trends.

Data Availability Statement
USGS peak streamflow is available at https://nwis.waterdata.usgs.gov/usa/nwis/peak. The USGS Streamgage 
NHDPlus catchment shapes is available at https://water.usgs.gov/GIS/metadata/usgswrd/XML/streamgageba-
sins.xml. Livneh data provided by the NOAA/OAR/ESRL PSL at https://psl.noaa.gov. The GAGES-II Catchment 
attribute data is available at https://www.sciencebase.gov/catalog/item/59692a64e4b0d1f9f05fbd39.
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