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ABSTRACT: Paleoclimate proxies reveal abrupt transitions of the North Atlantic climate during past glacial intervals
known as Dansgaard–Oeschger (DO) events. A central feature of DO events is a sudden warming of about 108C in Green-
land marking the beginning relatively mild phases termed interstadials. These exhibit gradual cooling over several hundred
to a few thousand years until a final abrupt decline brings the temperatures back to cold stadial levels. As of now, the exact
mechanism behind this millennial-scale variability remains inconclusive. Here, we propose an excitable model to explain
Dansgaard–Oeschger cycles, where interstadials occur as noise-induced state-space excursions. Our model comprises the
mutual multiscale interactions between four dynamical variables representing Arctic atmospheric temperatures, Nordic
seas’ temperatures and sea ice cover, and the Atlantic meridional overturning circulation. The model’s atmosphere–ocean
heat flux is moderated by the sea ice, which in turn is subject to large perturbations dynamically generated by fast-evolving
intermittent noise. If supercritical, perturbations trigger interstadial-like state-space excursions during which all four model
variables undergo qualitative changes that consistently resemble the signature of interstadials in corresponding proxy re-
cords. As a physical intermittent process generating the noise, we propose convective events in the ocean or atmospheric
blocking events. Our model accurately reproduces the DO cycle shape, return times, and the dependence of the interstadial
and stadial durations on the background conditions. In contrast with the prevailing understanding that DO variability is
based on bistability in the underlying dynamics, we show that multiscale, monostable excitable dynamics provides a promis-
ing alternative to explain millennial-scale climate variability associated with DO events.

SIGNIFICANCE STATEMENT: Recent research has highlighted the risk that some Earth system components might
undergo abrupt and qualitative change in response to global warming. Proxy records provide evidence for past abrupt
climatic changes fundamentally proving the possibility for highly nonlinear state transitions in the climate system. Un-
derstanding the dynamics that drove past changes of this kind may help to assess the risk of future tipping events. Here,
we propose a new mechanism for the repeated sudden warming events over Greenland that punctuated the last glacial’s
climate and reproduce the warmer interstadial intervals drawing on a multiscale, excitable conceptual climate model.
Therein, the warmer intervals appear as state-space excursions following stochastic supercritical excitations caused by
non-Gaussian noise, which is dynamically generated via fast intermittent dynamics.
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1. Introduction

Stable water isotope records from Greenland ice cores
provide evidence for repeated abrupt climatic shifts during
the last glacial interval. Decadal-scale transitions from low
to high values of d18O (Fig. 1a) indicate sudden warming
events at the drilling site, which are termed Dansgaard–
Oeschger (DO) events (Dansgaard et al. 1982, 1984; Johnsen
et al. 1992; Dansgaard et al. 1993; North Greenland Ice Core
Project Members 2004). The temperature increases of approxi-
mately 58–158C (Jouzel et al. 1997; Johnsen et al. 2001; Landais
et al. 2005; Huber et al. 2006; Kindler et al. 2014) were fol-
lowed by phases of milder, yet moderately cooling tempera-
tures called interstadials. Typically, a final and more abrupt
decline brought the climate back to a colder state known as

stadial climate. The millennial-scale successions of intersta-
dials and stadials are often referred to as DO cycles.

The signature of DO cycles is found in numerous paleocli-
matic proxy records around the globe, including speleothems
and Antarctic ice cores (Voelker 2002; Menviel et al. 2020).
These records show that the DO cycles were most pronounced
in the North Atlantic region but were not limited to it. Instead,
they seized several components of the global climate system.
For instance, DO events are associated with large-scale
reorganizations of the Northern Hemisphere atmospheric
circulation (Ruth et al. 2007; Fischer et al. 2007; Schüpbach
et al. 2018) including a northward shift of the ITCZ (Menviel
et al. 2020) with strong impacts on the Asian and South
American monsoon systems (Wang et al. 2001; Kanner et al.
2012; Cheng et al. 2013; Zhang et al. 2017; Corrick et al.
2020). Given the strong local impact, processes active in
the North Atlantic region such as sea ice or deep water for-
mation are believed to be central to the triggering mechanismCorresponding author: Keno Riechers, riechers@pik-potsdam.de
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of DO events (e.g., Dokken et al. 2013; Boers et al. 2018; Vettoretti
and Peltier 2018; Menviel et al. 2020; Sadatzki et al. 2020).

To date there is no conclusive theory that fully explains the
mechanism of DO cycles. Several climatic components have

been proposed to be relevant, including ocean dynamics, at-
mospheric events, sea ice, ice sheets, and freshwater fluxes
(Broecker et al. 1985; Ganopolski and Rahmstorf 2001; Petersen
et al. 2013; Dokken et al. 2013; Zhang et al. 2014; Vettoretti and

FIG. 1. Paleoclimatic proxy evidence for characteristic features of DO variability together with
corresponding results of our model defined by Eqs. (1)–(7). (a) 20-yr mean NGRIP d18O data
(Seierstad et al. 2014; Rasmussen et al. 2014) interpreted as a qualitative proxy of air tempera-
tures over Greenland (data available at https://www.iceandclimate.nbi.ku.dk/data/, last access:
3 Mar 2023). (b) Simulated Arctic atmospheric air temperatures u. (c) Zoom into the period
40–31 kyr b2k of (a); the period was chosen due to the availability of proxy data. (d) PIP25 index
from the marine sediment core MD95-2010 (Sadatzki et al. 2020). The PIP25 index is indicative
of past sea ice cover at the core site with values of 1 and 0 corresponding to perennial sea ice and
open-ocean conditions, respectively. (e) Pa/Th ratios from the marine sediment core CDH19
from the Bermuda Rise as provided by Henry et al. (2016). The ratios are interpreted as a direct
measure of the AMOC strength, with lower values corresponding to stronger overturning and
vice versa. (f) d18O of the benthic species C. neoteretis (Dokken et al. 2013) shown on a revised
age scale (Berben et al. 2020; Sadatzki et al. 2020). According to the most recent interpretation
of the data, the benthic d18O is mostly indicative of past intermediate to deep-ocean tempera-
tures (Ezat et al. 2014; Sadatzki et al. 2020), with higher values indicating colder temperatures
and vice versa. (g)–(j) Corresponding model results: (g) the Arctic atmospheric temperature u,
(h) the Nordic seas’ sea ice cover I, (i) the AMOC strength q, and (j) the Nordic seas intermedi-
ate to deep water temperatures T. The proxy records shown in (c)–(f) should be directly com-
pared to the simulated trajectories shown in (g)–(j), respectively. All model variables are given
in dimensionless values (see appendix).

J OURNAL OF CL IMATE VOLUME 372742

Brought to you by BIBLIO DES WISSENSCHAFTSPARKS | Unauthenticated | Downloaded 04/12/24 12:34 PM UTC

https://www.iceandclimate.nbi.ku.dk/data/


Peltier 2018; Boers et al. 2018; Li and Born 2019). Similarly,
several dynamic mechanisms have been invoked to explain the
DO events, ranging from external drivers such as (periodically)
changing freshwater fluxes (Ganopolski and Rahmstorf 2001;
Timmermann et al. 2003; Menviel et al. 2014) and noise-induced
transitions between two stable states (Ditlevsen 1999; Ditlevsen
et al. 2005, 2007; Lohmann and Ditlevsen 2018; Lohmann
and Svensson 2022) to dynamically self-generating mecha-
nisms including self-sustained oscillations (Broecker et al.
1985, 1990; Rasmussen and Thomsen 2004; Dokken et al.
2013; Vettoretti and Peltier 2018; Boers et al. 2018; Vettoretti
et al. 2022).

Building on the results of Gottwald (2021) we consider
here a paradigm for DO variability which to date has received
only a little attention. We present an excitable multiscale model
for the dynamics of Greenlandic air temperatures, Arctic sea
ice, the Nordic seas’ intermediate to deep water temperatures
and the strength of the Atlantic meridional overturning circula-
tion (AMOC). For certain parameter values the model supports
a single stable fixed point corresponding to stadial climate con-
ditions. In response to sea ice perturbations above a critical
threshold, the system takes prolonged excursions in state space.
Along this excitation path, it passes through a region of slow
transitive dynamics that can be identified with the interstadial
climate state consistently in all four model dimensions. The re-
quired magnitude of the perturbations is generated by an inter-
mittent non-Gaussian driving noise detailed later. A DO-like
excitation mechanism for the North Atlantic glacial climate has
previously been identified in an intermediate complexity model
by Ganopolski and Rahmstorf (2002). Later, Vettoretti et al.
(2022) showed in a conceptual framework that shorter intersta-
dials could be explained as excitations. An important new as-
pect of our model is that it effectively translates the strength
of the exciting noise pulse into the duration of the triggered
interstadial therefore providing a possible explanation for the
great variety of the real-world’s interstadials in terms of
shape and duration. Overall, the model reproduces the fol-
lowing five central aspects of DO cycles in an interpretable
manner (cf. Fig. 1):

1) Shape of DO cycles: The characteristic shape of DO
cycles in the NGRIP ice core d18O record, as described
above, is comprised of an abrupt warming followed by a
gradual cooling and final stage of accelerated cooling
back to stadial climate conditions. On close inspection
there are many deviations from this archetypical shape
such as short temperature declines within interstadials
and vice versa, rebound events shortly before interstadial–
stadial transitions or continuous interstadial–stadial
cooling transitions without accelerated cooling (cf.
Figs. 1a,c).

2) Duration of stadials and interstadials: Both stadials and inter-
stadials lasted from centuries to millennia. The ratio between
interstadial and stadial duration, however, changed over time
and was presumably influenced by external (orbital) forcing
and internal forcing from the background climate state
through the ice sheet configuration or atmospheric CO2 con-
centrations (Rial and Saha 2011; Roberts and Saha 2017;

Mitsui and Crucifix 2017; Lohmann and Ditlevsen 2018;
Boers et al. 2018; Zhang et al. 2021; Kuniyoshi et al. 2022;
Vettoretti et al. 2022). The early glacial (;115–71 kyr b2k)
was dominated by long-lasting interstadials and relatively
warm stadial conditions. The middle part of the glacial
(;71–29 kyr b2k) was characterized by frequent DO
events with intermediate-length stadials and interstadials.
Finally, colder stadials and very short interstadials prevailed
during the later part of the last glacial (;29–14 kyr b2k).
Compare Fig. 1a and see Kindler et al. (2014) for tempera-
ture levels.

3) In-phase sea ice dynamics: Sea ice in the Nordic seas and
the North Atlantic varied in phase with Greenland tem-
peratures. During stadials an extensive sea ice cover pre-
vailed, whereas interstadials exhibited conditions ranging
from open water to seasonal sea ice cover (Li et al. 2005,
2010; Dokken et al. 2013; Hoff et al. 2016; Sadatzki et al.
2020) (cf. Fig. 1d).

4) Nordic seas’ temperature inversion: Several studies report
warming of the ice-covered stadial Nordic seas at interme-
diate and large depth caused by a continued inflow of
warm water masses from the south (Rasmussen and
Thomsen 2004; Ezat et al. 2014; Sadatzki et al. 2020) (cf.
Fig. 1f). Near-surface water temperatures show a similar
pattern with an additional warming flush in synchrony
with DO events (Dokken et al. 2013). The oceanic
heat}initially trapped under the sea ice}is hypothe-
sized to have abruptly warmed the polar atmosphere in
response to sudden sea ice retreat during DO events
(e.g., Rial and Saha 2011; Dokken et al. 2013; Boers
et al. 2018; Vettoretti and Peltier 2018; Kuniyoshi et al.
2022).

5) AMOC switches: Multiple lines of direct and indirect evi-
dence, thoroughly summarized by Lynch-Stieglitz (2017),
point to changes in the strength of the AMOC in phase
with Greenland temperatures, with weak (or no) over-
turning during (Heinrich) stadials and stronger overturn-
ing during interstadials (cf. Fig. 1e). An active AMOC is
typically believed to have provided the necessary north-
ward heat transport to explain the milder Arctic climate
during interstadials.

From a physical modeling point of view, the results pre-
sented below suggest that the DO events may have been
caused by complex multiscale interactions between several
climate subsystems acting on separate time scales: the ocean
circulation, the sea ice, the large-scale atmosphere ordered
from slow to fast characteristic time scales, and intermittent
atmospheric or oceanic events on time scales faster than the
sea ice time scale and comparable to the atmospheric time
scale.

The paper is structured as follows: We introduce the model
in section 2 and analyze its dynamics in section 3. We inter-
pret the results in a physical context and also perform a de-
tailed model–data comparison in terms of the above listed
five key features. Section 4 discusses the results and relates
them to previous research. We conclude in section 5 with a
summary of our key findings.
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2. Methods

a. Monostable excitable model of DO variability

From the slowest to the fastest time scale, the key compo-
nents of our conceptual multiscale model are: (i) the Atlantic
Ocean represented by the meridional temperature and salin-
ity gradients T(t) and S(t) between the equator and the Nor-
dic seas, (ii) the Nordic seas’ sea ice extent I(t), (iii) the
Northern Hemisphere atmosphere represented by the meridi-
onal temperature gradient u(t), and (iv) intermittent oceanic
and atmospheric anomalies jt and regular Gaussian atmo-
spheric fluctuations zt. All variables are nondimensionalized
by a suitable rescaling (see appendix). The model setup is
schematically illustrated in Fig. 2. For the ease of notation, we
will omit the explicit time dependency of the four dynamical
variables in the following [i.e., we write u instead of u(t) for ex-
ample]; fast driving noise processes will be subscripted with t.

A detailed derivation of the individual model components is
provided in the appendix. Here we give only a concise descrip-
tion of the model.

Following the classical Stommel model (Stommel 1961;
Cessi 1994), on the slowest time scale tocean the oceanic merid-
ional gradients of temperature and salinity evolve according to

toceanṪ 52g(I)(T 2 u) 2 (1 1 m|T 2 S|)T, (1)

toceanṠ 5 s 2 (1 1 m|T 2 S|)S, (2)

and determine the strength of the density driven overturning
flow

q 5 T 2 S, (3)

which represents the AMOC strength. The ocean tempera-
ture T is coupled to the atmospheric temperature gradient u

FIG. 2. Schematic illustration of the excitable monostable model used to reproduce DO variability of the last glacial.
The three key model components are the North Atlantic (bottom), the Northern Hemisphere atmosphere in the
North Atlantic region (upper part), and the sea ice in the Nordic seas (green bar on the right). Oceanic temperature
and salinity in the equatorial and polar region are denoted as Te, Se, and Tp, Sp, respectively. The corresponding me-
ridional gradients follow as T 5 Te 2 Tp and S 5 Se 2 Sp. Analogously, the atmospheric temperature gradient
u 5 ue 2 up is given by the difference between equatorial and polar atmospheric temperatures. The solar differential heat-
ing caused by the difference in the net radiative heat fluxesQe andQp together with the atmospheric diffusive flux xu sets
the background hemispheric meridional temperature gradient u0. Atmosphere and ocean exchange heat in both the equa-
torial and the polar region (fe,p). The oceanic gradients T and S give rise to a meridional density gradient, that in turn
drives the flow c, which represents theAMOC.On top of that, the diffusive fluxes xT,S counteract the existing gradients in
the ocean. The oceanic salinity gradient S is maintained by constant freshwater fluxes se,p in the equatorial and polar
regions, e.g., caused by a surplus of evaporation in the tropics and precipitation in the high latitudes illustrated in gray.
(a) The interstadial configuration is characterized by the absence of sea ice in the high latitudes. This allows for an elevated
heat flux fp resulting in a relatively cold ocean and a relatively warm atmosphere in the high latitudes. The pronounced
meridional temperature gradient in the ocean yields a strong overturning flow c. (b) In the stadial configuration, the sea
ice insulates ocean and atmosphere from one another. The sea-ice-covered high-latitude ocean is relatively warm and the
atmosphere above it is cold. The reduction of the oceanic temperature gradient causes a weak and reversed overturning
flow. The derivation of themodel equations under consideration of the illustrated flows is presented in the appendix.
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via a heat flux whose strength is moderated by the sea ice.
This heat flux is effectively represented by the mutual relaxa-
tion rate g(I). The atmospheric meridional temperature gradi-
ent u relaxes against two opposing temperature gradients,
namely a prescribed background state u0 which is determined
by the net radiative heat fluxes and the atmospheric diffusion
and the oceanic gradient T:

tatmu̇ 52h(u 2 u0) 2 g(I)(u 2 T) 1 zt: (4)

Here, tatm , tocean is a fast atmospheric time scale and zt de-
notes a Gaussian white noise process that disturbs the atmo-
spheric dynamics. The ratio between the effective atmospheric
relaxation rate h and the mutual atmosphere–ocean relaxation
rate g(I) determines the influences of u0 and T on u.

It is widely accepted that changing background climate con-
ditions strongly influenced DO variability over the course of
the last glacial (Rial and Saha 2011; Roberts and Saha 2017;
Mitsui and Crucifix 2017; Boers et al. 2018). This effect is con-
sidered in our model by altering the atmospheric background
state u0 over time according to

u0(t) 5 1:59 1 0:23d18O*
LR04(t): (5)

The normalized benthic stable isotope data d18O*
LR04(t) is indic-

ative of past global ice volume changes (Lisiecki and Raymo
2005). We argue that a colder background climate increases the
atmospheric background temperature gradient u0 due to Arctic
amplification (Masson-Delmotte et al. 2006).

On an intermediate time scale tice with tocean . tice . tatm,
the temporal evolution of the sea ice is given by the seasonally
averaged Eisenman model (Eisenman 2012; Lohmann et al.
2021)

ticeİ 5 D tanh
I
h

( )
2 R0H(I)I 2 L0 1 L1u 2 L2I 1 jt, (6)

where H(I) denotes the Heaviside function and the term L1u

represents the influence of the atmosphere on the sea ice for-
mation, with large atmospheric temperature gradients}i.e.,
colder temperatures at high northern latitudes}fostering sea
ice growth and vice versa. We assume that the ocean’s surface
layer, which is not resolved in our box model, is dominated by
atmospheric temperatures. This justifies the direct coupling of
the sea ice to the atmosphere. The remaining terms represent
the ice–albedo feedback, sea ice export, and the net incoming
and outgoing radiation linearized with respect to I, respec-
tively. For a detailed discussion of the sea ice model, please
see the appendix. In the original model formulation, the non-
dimensionalized variable I represents the sea ice thickness
over a horizontally homogeneous ocean column (Eisenman
2012). Therein, values of I , 0 correspond to an ice-free state.
Here, we interpret I as a stylized representation of the annu-
ally averaged sea ice volume in the Nordic seas. The time
scale tice 5 200 years may be understood as the rate at which
the multiyear sea ice front advances southward. The stochas-
tic process jt models fast intermittent random sea ice retreat
events that will be explained in greater detail below.

The sea ice itself couples back to the ocean and atmosphere
dynamics by acting as a dynamic insulator (Dokken et al.
2013; Boers et al. 2018) and modifying the respective mutual
relaxation rate according to

g(I) 5 g0 1
Dg

2
tanh

2(I 2 I0)
v

[ ]
1 1

{ }
: (7)

In the presence of a stadial sea ice cover (I . 0.5) the polar
ocean is shielded from the atmosphere and the mutual heat
flux is heavily suppressed. In contrast, a reduced intersta-
dial sea ice cover yields a strong atmosphere–ocean heat
flux and correspondingly a high mutual relaxation rate g.
The choice of I0 determines what should be regarded as in-
termediate sea ice cover in our model. Values of the param-
eters used in our numerical simulation are summarized in
Table 1.

The next paragraph establishes a correspondence between
the model variables and the considered climate variables, or
more precisely their respective proxy variables. Although T
and u are gradients, we may compare them directly with ob-
servations for oceanic and atmospheric temperature proxies
from high northern latitudes, respectively, with larger gra-
dients implying colder temperatures in the polar region. This
is justified since the comparably much larger size of the equa-
torial region compared to the polar region implies substan-
tially larger heat capacities for the considered equatorial
boxes. We thus ascribe changes in the gradients mostly to
changes in the polar regions and interpret T and u as direct
counterparts for intermediate and deep ocean temperature
proxy records from the Nordic seas (cf. Fig. 1f with Fig. 1j; in-
creases in the gradients reflect cooling of the polar boxes) and
d18O records from Greenland ice cores (cf. Fig. 1c with Fig. 1h),
respectively. The comparison of q with proxies for past AMOC
strength is straightforward (cf. Fig. 1e with Fig. 1j) and so is the
comparison of I with proxies for past sea ice extent (cf. Fig. 1d
with Fig. 1i).

For the parameter configuration specified in Table 1 the de-
terministic model defined by Eqs. (1)–(4) and Eqs. (6) and (7)
yields monostable dynamics for u0 . 1.275. However, it also
features a region of slow transitive dynamics located where
the nullclines of the atmosphere and sea ice variables are clos-
est (cf. Figs. 4a,f). We will show later that this metastable state
in the model’s state space can be identified with interstadial
climate conditions of the North Atlantic region. To make this
metastable state accessible to the dynamics, in the following,
we introduce the noise processes jt and zt that mimic the ef-
fect of unresolved events occurring on time scales faster than
the characteristic time scales tice and tatm of the sea ice and at-
mosphere dynamics, respectively. Notice that both the mono-
stability and the excitability depend on the specific choice of
parameters. For other values, the dynamical features of the
model may differ.

b. Stochastic (intermittent) forcing processes jt and zt

The atmosphere variable u is assumed to be subjected to
Gaussian white noise forcing zt 5 suẆ with standard Brown-
ian motion W. This noise can be motivated as the effective
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stochastic effect of unresolved strongly chaotic atmospheric
fluctuations on u (Hasselmann 1976). It does not substantially
affect the dynamics of Eqs. (1)–(4) and Eqs. (6) and (7) but
generates more realistic fluctuations of u in accordance with
the NGRIP d18O record.

The sea ice noise jt, however, plays a crucial role in trigger-
ing DO events. To generate rare but large forcing events that
allow the system to leave the stadial fixed point and enter the
metastable state, non-Gaussian noise is required. Gottwald
(2021) showed that a-stable noise, which is characterized by
the occurrence of discrete jumps, can be dynamically gener-
ated in a multiscale setting to produce abrupt warming events
in a Stommel model driven by a simple sea ice model. Here,
we postulate that sea ice is subjected to rare and intermittent
fast processes. According to the theory laid out in Gottwald
and Melbourne (2013a,b), Gottwald et al. (2017), and Gott-
wald (2021), this forcing, when integrated, gives rise to an ef-
fective a-stable component in the resulting dynamics of the
sea ice. The discrete jumps of the generated a-stable process
represent large stochastic sea ice melting events.

By controlling the mutual relaxation rate g(I) the sea ice in
turn drives the atmospheric and oceanic variables u and T
with emergent non-Gaussian noise. Indeed, signatures of non-
Gaussian a-stable noise have been detected by Ditlevsen
(1999) in the calcium concentration record of the GRIP ice
core (Fuhrer et al. 1993).

We propose two possible physical mechanisms that may
constitute such intermittent forcing on the sea ice: oceanic
convective events and atmospheric anomalies. During stadi-
als, the Nordic seas’ sea ice is shielded from the warmer sub-
surface and deep waters by a thin layer of cold and fresh
water (Dokken et al. 2013; Sadatzki et al. 2020). We hypothe-
size that intermittent convective events may temporarily

remove this layer and melt sea ice from below, efficiently open-
ing up polynya through which oceanic heat could be released to
the atmosphere (Vettoretti and Peltier 2018). Either, after locally
releasing sufficient heat, a stable stratification of the ocean rees-
tablishes and the polynya refreeze, or the convective events
might remove a critical amount of sea ice and push the system
into the metastable interstadial state.

Strong atmospheric anomalies constitute another possible
source of intermittent sea ice forcing. Kleppin et al. (2015)
and Drijfhout et al. (2013) describe}although in a different
setting}how persistent atmospheric anomalies can drive the
high northern latitude climate into a substantially altered
state. Storms or baroclinic instabilities could also act as initia-
tors of oceanic convective events.

We postulate that the above-described mechanisms giving
rise to intermittent anomalous forcing events are only active
during stadials. During interstadials, we argue that convec-
tively driven sea ice removal should not have a strong impact
on the already northward displaced sea ice edge. Traveling
northward the warm Atlantic inflow loses too much heat be-
fore it can be subducted under the sea ice. Thus, heat cannot
efficiently accumulate underneath the sea ice which is a pre-
condition for large convective sea ice removal. Similarly, we
argue that atmospheric anomalous forcing events require a
certain meridional temperature gradient and a stadial configu-
ration of the jet stream (Li and Born 2019). Therefore, we im-
pose a Gaussian white noise forcing of the sea ice dynamics
with jt 5 sIẆ with standard Brownian motion W if no pro-
nounced stadial sea ice cover is present (I, 0.5). Since sea ice
fluctuations are smaller, the smaller the sea ice extent, we
choose relatively small sI as compared to the sea ice fluctua-
tion emerging from the more complex stadial driving noise
which we describe in the following.

TABLE 1. Model parameters used in all simulations unless stated otherwise. The parameters are chosen to reproduce the key features
of DO events.

Parameter Definition Value

Time scales
tocean Oceanic time scale in years 800
tice Sea ice time scale in years 200
tatm Atmospheric time scale in years 0.6

Atmosphere–ocean model
g0 Atmosphere–ocean relaxation rate at full sea ice cover 0.5
Dg Amplitude of the sea ice’s insulation effect 3.5
H Atmospheric heat dissipation rate 4
M Flux parameter 7.5
S Freshwater influx 0.7

Sea ice model
L0 Zeroth-order sea ice OLR 1.75
L1 Linear dependence of sea ice OLR on the atmosphere 1.85
L2 Linear dependence of sea ice OLR on the sea ice 0.35
D Strength of sea ice albedo feedback 0.25
h Characteristic sea ice albedo feedback scale 0.08
R0 Rate of sea ice export 0.4
V Characteristic insulation scale of sea ice 0.8
I0 Sea ice value, at which half of the insulation effect is reached 20.5
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To model intermittent convective events or atmospheric
anomalies, we follow Gottwald and Melbourne (2013a,b) and
design a (mean-zero) process that consists of a succession of
turbulent and laminar periods. The forcing during the laminar
periods is set to a constant jt 5 2c whereas during the turbu-
lent periods it fluctuates around jt 5 c according to standard
Brownian motion with jt 5 c1 sturẆ . The respective dura-
tions of these phases are themselves random variables. In par-
ticular, durations of the laminar period tlam can be arbitrarily
long and are distributed according to a Pareto law:

tlam ;
1

slam
1 1 k

tlam 2 mlam

slam

( )[ ](21/k11)
, (8)

with shape parameter k 5 1/a, scale parameter slam, and
location parameter mlam 5 slam/k. Hence, laminar periods
last on average for E[tlam]5 slama

2/(a 2 1) time units (as-
suming a . 1). The durations of turbulent periods ttur are
uniformly distributed around the mean ttur 5 E[tlam] with
ttur ; ttur 1U[2ttur/2, 1ttur/2], where U[a, b] denotes the
uniform distribution between the limits a and b. When such
a process is integrated, during the laminar periods we obtain
ballistic flights with


t
0 jsds52ct. The heavy tail of the

Pareto distribution assigns a probability of (aslam)
at2a to

durations tlam . t, and for a , 2 allows for nonvanishing
probabilities of ballistic flights of arbitrary lengths. This ren-
ders



jtdt an effective a-stable process. This mechanism of

intermittent laminar dynamics generating a-stable noise is
illustrated in Fig. 3, where we show the stochastic process jt
and its integrated form.

Long-lasting laminar forcing events may remove large
amounts of sea ice and thus entail an abrupt shift in the atmo-
sphere–ocean heat flux, which determines the climatic state of
the coupled atmosphere–ocean model (cf. Fig. 4). Such dy-
namically generated perturbations are capable of inducing
metastable interstadial dynamics in our model as we will show
in the next section. In Table 2 we list the parameters used to
generate the noise.

3. Results

We first analyze the response of the deterministic coupled
model to imposed perturbations of the sea ice cover with
zt 5 jt 5 0 and a constant climate background temperature u0
in section 3a. We show that long lasting interstadial-like ex-
cursions occur as a consequence of supercritical sea ice per-
turbations of the stable stadial state. This phenomenon results
from a complex interplay of the three separate time scales
and the slow deterministic dynamics in a particular metastable
region of the state space, which is characterized by high prox-
imity of the u and I nullclines (cf. Fig. 4).

In section 3b we show that the intermittent noise jt is capa-
ble of generating such supercritical perturbations to the sea
ice acting as triggers of interstadials. Finally, the full stochastic
model, coupled to the background climate, is run over the en-
tire last glacial in section 3c.

Notice that in this section, we use the term nullcline in slight
deviation from its formal definition. Formally, the nullcline
of any of the model’s variables is the set of points in the
four-dimensional state space where its derivative is zero. Let
V 5 (u, T, q) denote the state of the atmosphere–ocean model
component of the coupled model. Conditioned on a given
value for the sea ice, the atmosphere–ocean model has either
one or three fixed points in the subspace spanned by u, T and
q. For ease of notation, we refer to the set {(u, I): dV/dt 5 0}
as the u-nullcline in the u–I plane (T- and q-nullclines are de-
fined correspondingly). Since the temporal evolution of sea
ice only depends on u, the I-nullcline shall be defined as the
set of points where dI/dt5 0 in the u–I plane.

a. Deterministic response to sea ice perturbations

To understand how our model may explain DO variability, we
investigate how the deterministic system given by Eqs. (1)–(4)
and Eqs. (6) and (7) with zt 5 0, jt 5 0 recovers after large im-
posed perturbations of the sea ice variable. We consider two
different choices of u0 5 1.3 and u0 5 1.6, corresponding to
warm and intermediate glacial climate backgrounds, respec-
tively (Fig. 4). In simulations initialized in the stadial stable
state, at time tp 5 200 years, the sea ice is abruptly removed by
manually setting I(t)5 Ip with Ip 5 {0.2, 0,20.2,20.5,21,22}.
Subsequently we let the system evolve freely and relax back to
the unique stadial fixed point. The character of the relaxation
depends on the strength of the perturbation and on the value of
the climate background u0. In general, in the warmer back-
ground climate with u0 5 1.3, the sea ice nullcline and the

FIG. 3. Illustration of (a) the driving noise process jt acting on
the sea ice and its integrated form


t
0
jsds (b). It is clearly seen how

prolonged laminar phases of the driving noise jt result in jumps in
the integrated


t
0 jsds. These jumps may correspond to supercritical

sea ice removals, which in turn trigger DO events in our excitable
model.
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FIG. 4. Trajectories of the deterministic system defined by Eqs. (1)–(7) initialized in the stable state and subjected
to instantaneous sea ice retreat at t 5 200 with zt 5 jt 5 0. Six different sea ice perturbations have been applied:
Ip 5 {0.2, 0.0, 20.2, 20.5, 21.0, 22.0} [gray horizontal lines in (a) and (f)]. Results are shown for (a)–(e) warmer
(u0 5 1.3) and (f)–(j) colder (u0 5 1.6) background climate. The plots in (a) and (f) show the trajectories in the
u–I plane together with the corresponding nullclines of all four model variables. A prescribed value for the sea ice var-
iable (top axis) determines the atmosphere–ocean relaxation rate g(I) (bottom axis), which in turn sets the stable fixed
points for the coupled atmosphere–ocean model comprising u, T, and q. Strong sea ice cover and a low mutual
relaxation rate yield a cold polar atmosphere (large u), warm intermediate and deep waters in the Nordic seas
(small T) and a weak AMOC (small |q|). This configuration corresponds to stadial climate conditions as inferred
from proxy records. A small sea ice cover reversely entails a warm polar atmosphere (small u), cold Nordic seas
(large T) and an active AMOC (large |q|), which can be identified with interstadial climate conditions. Since
only u couples back to the sea ice I, intersections of the I- and u-nullcline constitute fixed points of the entire sys-
tem in the u–I plane with values for T and q (red dots) following from the heat exchange rate associated with
this intersection. The remaining panels show the trajectories of the individual system variables against time for
the different sea ice perturbations with darker colors corresponding to stronger sea ice removal. The horizontal
dashed lines in (c) and (h) mark the critical sea ice threshold IB2, which constitutes the highest possible sea ice
cover in the low-ice regime. Similarly, the sea ice bifurcation point IB1 marks the lowest possible sea ice cover in
an ice-rich regime viewed in the u–I plane.
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atmosphere nullcline are much closer together (cf. Fig. 4). This
allows for pronounced interstadials, resembling real-world in-
terstadials from the early glacial. For intermediate background
climate (u0 5 1.6) the distance between the two nullclines is
larger. This yields shorter interstadials similar to those observed
during the midglacials. We observe the following distinct phases
in the system response.

Phase A: Immediate atmospheric response. Over short
time intervals the slow ocean dynamics T and S can be con-
sidered as constants for the faster atmosphere dynamics u.
Hence, the atmospheric temperature gradient rapidly de-
creases (i.e., the Arctic temperature increases) to the value
up (see Figs. 4b,g), which is approximately given as the solu-
tion to g(Ip)(up 2 Ts) 1 h(up 2 u0) 5 0 (shown as a light
dashed line in Figs. 4a,f as a guide to the eye). The subscript s
denotes the respective stadial fixed point values. Physically, up
is determined by a new balance between the competing influ-
ences of u0 and of Ts. Suddenly exposed to the warm stadial
ocean (small T) that was previously shielded from the atmo-
sphere by the stadial sea ice cover, the high-latitude atmosphere
now takes up much more oceanic heat. The slow model time
scale tocean may in this context be interpreted as the large heat
capacity of the Nordic seas, allowing heat release to the atmo-
sphere while their own temperature T remains unchanged on
fast time scales.

Phase B: System-wide relaxation. We now discuss how the
system relaxes form the perturbed state (up, Ts, qs, Ip) back to
the unique stable fixed point (us, Ts, qs, Is). Notice that the sea
ice bifurcation point IB2 marks the lowest sea ice cover of the
sea ice nullcline’s stable branch with reduced sea ice cover (cf.
Fig. 4). The relaxation is qualitatively different depending on
whether the perturbation brings the sea ice to the low-ice re-
gime (Ip , IB2) or not. If that is the case, the system takes a
prolonged excursion in state space with a two-stage relaxation
process, of which the first stage can be identified with intersta-
dial climate conditions. We call this scenario, which involves re-
sponses of all model variables, the supercritical case. If Ip . IB2,
then the system shows a straight relaxation back to stadial con-
ditions without any substantial response of the oceanic variables
to the initial perturbation. We term this scenario the subcritical
case. The existence of both subcritical perturbations that rapidly
relax back to the steady state and supercritical perturbations

that cause long transitory dynamics back toward the steady
state involving several time scales is a hallmark of so-called
excitable media often found in neurophysiological systems
(FitzHugh 1961; Nagumo et al. 1962).

Phase B: Subcritical case Ip > IB2. In the subcritical case the
system remains in an ice-rich state which due to the albedo
feedback facilitates a fast regrowth of the sea ice. Conse-
quently, the dynamics of I and u jointly relax back straight to
the stadial equilibrium as the regrowing sea ice increasingly
shields the atmosphere from the warm stadial ocean. The oce-
anic variables on the other hand show hardly any response
due to their higher inertia and the fast sea ice recovery. Quali-
tatively the general system response to subcritical perturba-
tions is the same for u0 5 1.3 and for u0 5 1.6.

Phase B: Supercritical case Ip < IB2—Stage 1. In contrast,
in the supercritical case a phase of slowed-downed sea ice re-
covery occurs, giving the oceanic variables enough time to re-
spond to the perturbation such that all model variables
temporarily assume interstadial configurations, i.e., in addi-
tion to the elevated Arctic atmospheric temperature (low gra-
dient u) and the reduced Nordic seas’ ice cover (low I),
the AMOC assumes its strong circulation mode (large q) and
the Nordic seas cool at intermediate and large depth (high
gradient T) in agreement with proxy evidence (cf. Fig. 1).

As a consequence of the substantially reduced sea ice cover
the ice–albedo feedback now inhibits the reformation of the
sea ice and in the presence of warm atmospheric conditions up
the sea ice regrows at a slow rate toward IB2 or retreats even
farther if the perturbed state is located left of the sea ice null-
cline in the u–I plane (cf. Fig. 4a). As the atmosphere continu-
ously dissipates the heat it receives from the ocean while
relaxing toward u0, the ocean starts to notably cool (increase
in T). In turn, the oceanic cooling reduces the atmospheric
uptake of oceanic heat and as a result the Arctic atmosphere
simultaneously cools (see the pronounced increase in u in
Figs. 4b,g shortly after the perturbations). This effect inevita-
bly prevents a stabilization of the system in the low-ice regime
and ensures that the sea ice eventually regrows. A second
consequence of the Nordic seas’ cooling is the transition
of the AMOC from a salinity-driven weak mode to the
temperature-driven strong mode. This completes the intersta-
dial configuration of the four model variables and allows us to

TABLE 2. Parameters for the stochastic processes zt and jt that drive the atmosphere and sea ice in Eqs. (4) and (6), respectively.

Parameter Definition Value

Atmospheric noise zt
su Amplitude of the atmospheric noise 0.04

Sea ice noise jt during stadials
c Laminar forcing strength 0.2
stur Amplitude of the Brownian motion during turbulent phase 0.01
k 5 1/a Shape parameter of Pareto distribution 0.62
slam Scale parameter of the Pareto distribution 2
mlam 5 slam/k Location parameter of the Pareto distribution 3.2

Sea ice noise jt during interstadials
sI Amplitude of interstadial Brownian motion 0.006
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identify this first stage of the supercritical relaxation with the
interstadial climate. Fully reactivated, the AMOC’s northward
oceanic heat transport stabilizes the temperatures of the
Nordic seas and over the course of the remaining interstadial
the slow adjustments of the other variables are driven by the
incremental sea ice regrowth.

The nature and duration of the interstadial stage depend on
both the size of the initial sea ice perturbation Ip and the
closeness of the sea ice nullcline and the atmosphere nullcline.
If the two nullclines are close (as for u0 5 1.3) the dynamics of
u and I is comparably slow (cf. the dynamics for u0 5 1.3 in
Fig. 4). Sufficiently strong sea ice perturbations then result in
pronounced interstadials during which all system variables
hardly change over an extended period of time. If the nullclines
are farther apart (as for u0 5 1.60) the interstadial state is less
pronounced and characterized by a gradual change in all model
variables, driven by steady sea ice regrowth. The separation of
the atmospheric and sea ice nullcline is how the conceptual
model captures the effects of the background climate state.

Phase B: supercritical case Ip < IB2—Stage 2. Once the sea
ice has regrown past IB2, its further regrowth accelerates sub-
stantially, marking the beginning of the second stage in the su-
percritical system-wide relaxation process. This is due to the
strongly changing albedo effect around intermediate sea ice
cover. The regrowing sea ice increasingly prevents oceanic
heat loss to the atmosphere, which entails polar atmospheric
cooling and initiates warming of the Nordic seas. The reduc-
tion of the oceanic temperature gradient is closely followed
by a corresponding reduction in the AMOC strength. Since
the atmosphere equilibrates quasi-adiabatically to the declin-
ing mutual relaxation rate g(I), it cools at the same acceler-
ated rate as the ice recovers and both atmosphere and sea ice
reach stadial configuration within a few hundred years after the
sea ice passed its threshold IB2. The oceanic variables follow
with some inertia; they exhibit a sustained relaxation after the
faster atmosphere and sea ice have already clearly transitioned
to their stadial configuration. This second stage of the supercriti-
cal relaxation process corresponds to the abrupt interstadial–
stadial transitions observed in the paleoclimate record.

b. Noise-driven interstadials

We now show that the intermittent driving noise jt is able
to generate supercritical sea ice perturbations capable of trig-
gering DO events. Figure 5 shows trajectories of the dynamics
determined by Eqs. (1)–(4) and Eqs. (6) and (7) under the in-
fluence of the driving noises jt and zt with a constant atmo-
spheric background climatic state u0. Overall, there is high
visual agreement between simulated u trajectories (Fig. 5) and
the DO cycles recorded in the NGRIP d18O data (Figs. 1a,c).

For u0 5 1.3, the u-trajectory resembles DO cycles from the
early glacial, with persistent interstadials separated by short
stadials. For u0 5 1.6 the u-trajectory has a greater similarity
with the mid- to late glacial, with shorter interstadials and pre-
dominantly stadial conditions. Confirming the discussion in
the previous section, interstadials last longer and have a more
pronounced plateau in all variables for the smaller atmo-
spheric background temperature gradient u0 5 1.3. Moreover,

an increase in the stadial duration can be observed for larger
u0. The colder stadial conditions associated with larger u0 im-
ply an increased distance between the sea ice’s stable stadial
configuration Is and the critical sea ice threshold IB2. Hence,
for unchanged driving noise jt, the probability for the noise to
drive the system across IB2 is reduced for larger u0 and thus
the waiting time between two supercritical stochastic forcing
events is higher and the stadials are longer. However, this ef-
fect is attenuated by the fact that DO events can also be trig-
gered by two pronounced yet subcritical laminar forcing
periods in quick succession.

The Gaussian atmospheric noise process zt driving the u

variable blurs the exact timing of DO cooling transitions in
agreement with d18O ice core records. In the sea ice, however,
these transitions are still fairly distinct. Compared to the de-
terministic setup, sea ice perturbations of the same strength
yield shorter interstadials. Indeed, small sea ice fluctuations
can disrupt the delicate balance of influences that yields the
slow sea ice regrowth of the metastable interstadial and may
easily push the system across the critical threshold of IB2. This
initiates the final stage of accelerated sea ice regrowth which
ends the interstadial.

Remarkably, our model reproduces several observed irreg-
ular features of the d18O record, with respect to variability in
terms of shape, duration, and amplitude of DO cycles. The
different strengths of the sea ice perturbations translate into
different lengths of the interstadial intervals for given back-
ground conditions u0. In agreement with the NGRIP d18O re-
cord, the shorter interstadials in the simulation with a colder
background climate (u0 5 1.6) lack a clear two-stage cooling.
Instead, u transitions back to the stadial state more continu-
ously compared to the longer interstadials simulated with
warmer a background climate of u0 5 1.3. Both trajectories
exhibit pronounced perturbations within stadials toward a
warmer Arctic atmosphere that do not develop into a full in-
terstadial. Perturbations of this kind can also be found in the
NGRIP record [cf. for example interstadials 5.1, 16.2, and
21.2 in Rasmussen et al. (2014)].

c. Realistic climate background

Finally, we run a simulation of the last glacial with the full
model defined by Eqs. (1)–(7) with a realistically changing
atmospheric background climate according to Eq. (5) (cf.
Fig. 1b). Including the temporal variations of the climate
background conditions aligns the simulated stadial and inter-
stadial durations with those observed in the NGRIP records.
The resulting u trajectory shows excellent agreement with the
NGRIP d18O record.

With the linear coupling to the LR04 d18O stack introduced
in Eq. (5) the atmospheric background state u0 assumes low
values around 1.3 during the early parts of the last glacial and
increases to high values u0 . 1.9 around the last glacial maxi-
mum. As shown in sections 3a and 3b, this leads to longer
lasting interstadials during the early glacial and shorter ones
during the late glacial, with the opposite effect although much
less pronounced for stadials. Hence, the predominance of
long-lasting interstadials with only short stadial inceptions in
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the early glacial is reversed toward the late glacial (cf. Fig. 6).
In general, the time scales of the stadials and interstadials
match those observed in the proxy data throughout the entire
last glacial. During the very cold conditions toward the end of
the last glacial, DO events are unlikely but not impossible to
occur in our simulations.

4. Discussion

Overall, the modeled atmospheric temperature u qualita-
tively resembles the NGRIP d18O record over the entire last
glacial in terms of shape and periodicity of DO cycles (cf.
Fig. 1a with Fig. 1b). The general features of strong (re-
duced) sea ice cover, weak (strong) AMOC and warm
(cold) Nordic seas during stadials (interstadials) are likewise
consistently reproduced by the model (cf. Figs. 1c–f with
Figs. 1g–j).

In principle, the dimensionless units of our model could be
translated into physical units by multiplication with the corr-

esponding scaling factors (see appendix). However, since
proxies themselves mainly provide qualitative information on
the past we focus on the qualitative analysis of our model.
Above all, we aim to demonstrate a plausible mechanism for
DO cycles and place less emphasis on quantitative accuracy.
Nonetheless, it should be mentioned that multiplying the sim-
ulated atmospheric warming of Du ; 0.4 with a characteristic
atmospheric gradient of u* ; 258C used for the nondimen-
sionalization yields realistic DO warming amplitudes of 108C.

We now discuss the similarity between proxy records and
our simulations with focus on the five key characteristics of
DO variability as listed in the introduction, which rely on a
multitude of marine, cryosphere, and terrestrial proxy records
(Rasmussen et al. 1996b; Rasmussen and Thomsen 2004; Dokken
et al. 2013; Ezat et al. 2014; Hoff et al. 2016; Lynch-Stieglitz 2017;
Menviel et al. 2020; Sadatzki et al. 2020).

1) Shape of DO cycles: The general shape of the DO cycles
is well reproduced by the atmospheric temperature u

(Figs. 1a,c vs Figs. 1b,g). Our model further resolves

FIG. 5. Trajectories of the model system defined by Eqs. (1)–(7) driven by the noise scheme as
described in section 2b, i.e., with nonzero noise zt and jt, for (a)–(d) u0 5 1.3 and (e)–(h) u0 5 1.6.
The gray shading indicates stadial intervals. A DO event is defined by at least 25 consecutive years
of sea ice cover I . IB2 within a stadial followed by at least 15 years of reduced sea ice cover of
I , IB2. Provided that the system is in an interstadial state, the reverse interstadial–stadial transi-
tion occurs when the sea ice regrows past Ic 5 0.5 and maintains this level in an average over the
following 25 years. The hysteresis in the definition of climate transitions prevents a jumping back
and forth between the two states when the sea ice fluctuates close to a potential critical threshold
and gives rise to well-defined climatic periods.
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several finer-scale features of the proxy record of the last
glacial, such as precursor events: short-lived strong posi-
tive excursions in the d18O data that do not evolve into
full interstadials such as the interstadial 5.1 at ;31 kyr
b2k or the interstadial 16.2 at ;58 kyr b2k or very short
stadial inceptions similar to the stadial 23.1 at ;90 kyr
b2k and the stadial 21.2 at ;85 kyr b2k that yield appar-
ent back-to-back interstadials (Rasmussen et al. 2014; cf.
Figs. 1b and 5). Furthermore, consistent with the proxy
record, several interstadials exhibit a continuous trend of
moderate cooling back to full stadial conditions instead of
the more typical abrupt final cooling [cf. for example in-
terstadials 5.2, 8, and 10 in Rasmussen et al. (2014)]. The
slow variations in the overall stadial and interstadial levels
are reproduced by our simulations, however with an ap-
parent mismatch prior to the last glacial maximum, where
the NGRIP d18O record shows a persistent warming trend
(within a stadial climate), while our simulation evolves to
colder temperatures (cf. Fig. 6). This discrepancy is
caused by the fact that, in contrast to the local warming
trend observed in the NGRIP record, the LR04 d18O,
which drives the background climate of our model, indi-
cates a global cooling trend prior to the last glacial maxi-
mum (Clark et al. 2009). Potentially, this discrepancy
could be circumvented by coupling u0 to orbital parame-
ters instead of the background climate.

2) Duration of stadials and interstadials: The modeled vari-
ability of stadial and interstadial durations is in good
agreement with the data (cf. Fig. 6). In our simulations

the coupling of the background climate u0 to the LR04 ben-
thic d18O introduced in Eq. (5) causes a gradual transition
from a predominantly interstadial to a predominantly stadial
climate across the last glacial due to the mechanisms ex-
plained in sections 3b and 3c. In the early glacial, our model
does not generate sufficiently long interstadials. This could
be circumvented by adjusting the background climate such
that the interstadial state is weakly stable during this time in-
terval. However, this would come at the cost that simulated
interstadials would no longer show a cooling trend. Between
50 and 40 kyr b2k our model generates slightly too few DO
events resulting in a too-high stadial duration.

3) In-phase sea ice dynamics: The extensive (reduced) sea ice
cover during stadials (interstadials) suggested by proxy re-
cords (Dokken et al. 2013; Hoff et al. 2016; Sadatzki et al.
2019, 2020) is well reproduced by our model; the sea ice I
consistently regrows at a moderate rate over the course of
the interstadial, before it returns to its stadial extent in a final
phase of accelerated regrowth marking the interstadial–stadial
transition. Overall, this behavior agrees with the sea ice
dynamics in the Nordic seas across DO cycles as inferred by
Sadatzki et al. (2020) and others (Dokken et al. 2013; Ezat
et al. 2014; Hoff et al. 2016). While proxy records suggest a
continued sea ice growth during the early stadial, the mod-
eled sea ice I reaches its stadial extent already during the in-
terstadial–stadial transition and the regrowth thus does not
stretch significantly into the stadial phase.

4) Nordic seas’ temperature inversion: In our interpretation
of the modeled oceanic temperature gradient T, we ignore
surface waters and regard T as an indicator of subsurface
and deep water temperatures. Indeed, our model simu-
lates warm Nordic seas at full stadial conditions (Fig. 1j),
in line with the proxy records (Rasmussen and Thomsen
2004; Dokken et al. 2013; Ezat et al. 2014). At the begin-
ning of interstadials, pronounced cooling sets in, which
can be interpreted as a continuous convection-driven re-
lease of the heat previously stored underneath the sea ice
cover. Approximately one-third into an interstadial the
subsurface cooling is reversed into a gentler yet persistent
warming trend caused by regrowing sea ice and decreas-
ing heat loss, which accelerates across the transition back
to stadial conditions, but is sustained in the subsequent
stadial. In general, this pattern agrees very well with exist-
ing paleoclimate proxies (Rasmussen and Thomsen 2004;
Dokken et al. 2013; Ezat et al. 2014; Sadatzki et al. 2020,
cf. Fig. 1f). The moderate warming that persists over the
final two thirds of the interstadial can be observed in a
very similar manner in the benthic d18O from marine sedi-
ment cores indicative of deep ocean temperatures (cf.
Figs. 1f and 1j). The deep ocean warming is attributed to
a gradual reduction of deep convection over the course of
the interstadial driven by regrowing sea ice (Sadatzki et al.
2020; Ezat et al. 2014). The observed sustained warming
of the intermediate and deep ocean into stadials is repro-
duced by our model, where a salinity-driven stadial
AMOC (q , 0) counteracts an existing meridional tem-
perature gradient and the sea ice cover prevents heat loss
to the atmosphere.

FIG. 6. The effect of the changing u0 on the interstadial and sta-
dial durations. (a) The average duration of all interstadials inside
running windows of 20 kyr centered on the respective point in time
(htinteri20kyr) for the proxy data (rose) and the simulation (wine) to-
gether with corresponding mean (black line), interquartile range
(IQR; dark gray) and 90% credibility interval (CI-90; light gray)
computed from 1000 model runs. The 20-kyr mean duration takes
into account all interstadials that are either fully included in the
window or that end or start within the window. Interstadials that
stretch across the window boundaries are considered with their full
duration. (b) As in (a), but for the 20-kyr running-mean duration
of stadials (htinteri20kyr). (c) Number of DO events occurring in a
20-kyr running-window NDO

20kyr with the same color coding as
before.
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5) AMOC switches: The correspondence between strong
(weak) overturning and interstadial (stadial) climate con-
ditions is widely accepted (Broecker et al. 1985; Ganopolski
and Rahmstorf 2001; Lynch-Stieglitz 2017; Henry et al.
2016; Gottschalk et al. 2015; Vettoretti and Peltier 2018;
Menviel et al. 2020). However, the limited quality of the
proxy data prevents a more detailed assessment of the
changes in the AMOC during the course of a typical DO
cycle (Henry et al. 2016; Lynch-Stieglitz 2017). It seems
that the AMOC almost stopped during Heinrich stadials,
while during non-Heinrich stadials it probably operated in
a weak and shallow mode (Lynch-Stieglitz 2017). An
AMOC reinvigoration is reported to have happened in
synchrony with abrupt Greenland warmings, within the
limits of dating uncertainties (Lynch-Stieglitz 2017). In gen-
eral terms, simulated changes of the AMOC strength agree
with this pattern apart from the specific expression of Hein-
rich events, which are not explicitly targeted by our modeling
setup (cf. Figs. 1e,i). From the interstadial onset onward the
AMOC strength increases until it plateaus somewhere half-
way through the interstadial. Thereafter, a weakening trend
sets in the strength of which is related to the climate back-
ground conditions and which stretches well into the stadial
before the AMOC reassumes its stadial state.

Notice that in the stable stadial state of the model, the
AMOC is in fact negative (i.e., its flow is reversed with re-
spect to the modern AMOC). Certainly, a complete reversal
of the real AMOC seems unphysical. This could be circum-
vented by heuristically adding a constant positive offset to
the AMOC strength representing, for example, a wind-
driven component (Vettoretti et al. 2022). However, summa-
rizing earlier findings Rasmussen and Thomsen (2004)
pointed out that the flow across the Iceland–Scotland ridge
may in fact have been reversed between stadials and inter-
stadials. The initially unintended feature of the Stommel
model could, in fact, reflect a real physical mechanism.

In summary, our four-dimensional model defined by
Eqs. (1)–(7) reproduces central features of DO variability in
terms of Arctic temperatures u, Nordic seas’ sea ice cover I,
intermediate-to-deep water temperatures T, and the meridio-
nal overturning strength q. In particular, our modeling results
align well with the characteristics of DO variability inferred
from the study of marine sediment cores from the northern
North Atlantic and the Nordic seas. First pointed out by
Rasmussen et al. (1996b,a) a sustained inflow of North Atlan-
tic warm water into the Nordic seas during stadial periods was
later confirmed and integrated in a conceptual explanation for
the emergence of DO variability by Rasmussen and Thomsen
(2004): The sustained inflow of warm and salty waters during
stadials is subducted under a strong halocline that eventually
separates a cold and fresh surface layer from the intermediate
and deep waters. These experience a gradual warming up to
the point where the growing vertical temperature gradient de-
stabilizes the stratification and (re)initiates deep convection.
This in turn reinvigorates the AMOC and cools the intermedi-
ate to deep waters in the Nordic seas. The transition back to
the stadials is more or less explicitly attributed to the

prevailing glacial climate background conditions (Rasmussen
and Thomsen 2004). Dokken et al. (2013) and later Sadatzki
et al. (2020) supplemented this framework by providing ob-
servational evidence for extended (reduced) Nordic seas’ ice
cover during stadials (interstadials), highlighting the role of
the sea ice as an insulator between atmosphere and ocean.
Our model shows excellent agreement with corresponding
proxy evidence (cf. Fig. 1) and integrates well into the above
narrative. The insulating effect of the sea ice, which has previ-
ously also been considered by Boers et al. (2018) as a crucial
component, is modeled explicitly in our study and is con-
firmed to be key to the changes between stadial and intersta-
dial climates. It is worth mentioning that previous studies
based on conceptual and intermediate complexity models
instead leveraged changes (or perturbations) in the freshwater
forcing as DO triggers instead of sudden shifts in the
atmosphere–ocean heat flux (e.g., Ganopolski and Rahmstorf
2001, 2002; Timmermann et al. 2003; Menviel et al. 2014;
Roberts and Saha 2017). The observed sustained stadial in-
flow of warm North Atlantic waters into the intermediate
depth Nordic seas corresponds to a weak, salinity-driven
AMOC in our model.

Importantly, in our model interstadials do correspond to
metastable states that inevitably decay back to stadial climate
conditions. This excitation mechanism previously investigated
by Ganopolski and Rahmstorf (2002) and Vettoretti et al.
(2022) adds an alternative view on DO cycles complementing
the more common concepts based on either bistability or
limit-cycle behavior (Ditlevsen 1999; Timmermann and
Lohmann 2000; Ditlevsen et al. 2005; Livina et al. 2010; Rial
and Saha 2011; Kwasniok 2013; Mitsui and Crucifix 2017;
Roberts and Saha 2017; Lohmann and Ditlevsen 2019). Our
model does not resolve the exact triggering mechanism and in-
stead relies on intermittent noise, which may trigger DO events
by removing sufficiently large amounts of sea ice reactivating at-
mosphere–ocean interaction in the high latitudes. So far, as a
source of this noise, we have proposed either convective events
in the ocean inspired by Sadatzki et al. (2020), Dokken et al.
(2013), Rasmussen and Thomsen (2004), and Vettoretti and
Peltier (2018) or atmospheric anomalies as described by Kleppin
et al. (2015) and Li and Born (2019). The interplay of both mech-
anisms, as suggested by Sadatzki et al. (2020), might even be bet-
ter suited to justify the choice of our driving noise.

Apart from its central role as the DO event trigger, we find
that the driving intermittent process can explain specific de-
tails of the NGRIP d18O record. The variable strength of the
supercritical perturbations generates variability in terms of
the shape and the duration of interstadials similar to the ob-
servations. Similarly, the randomly distributed waiting times
between supercritical perturbations control the variability of
stadial durations. The stochastic nature of the DO trigger nat-
urally allows for the reproduction of very short interstadials
and back-to-back interstadials, which lack an extended stadial
separating them. Furthermore, subcritical forcing events con-
tribute to the observed larger fluctuations of the stadial Arctic
atmospheric temperatures compared to those during intersta-
dials. Subcritical events could be interpreted as weaker local
convective events that only entail partial and temporary
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removal of stadial sea ice with limited released of oceanic
heat. In summary, we find a purely deterministic mechanism
of DO events to be more difficult to reconcile with the vari-
ability of interstadial shapes in the proxy records.

It should be noted that the presence of the three different
time scales tocean, tice, and tatm is crucial to obtain agreement
between the modeled and the observed shape and duration of
DO cycles. In particular, the relatively slow time scale of the
sea ice is required to obtain sufficiently long interstadials. The
other key ingredient for the successful simulation of sustained
interstadial intervals is the proximity of the u and ice null-
clines, which gives rise to an additional dynamics-induced
slow time scale and a metastable state. The existence of such
a metastable state, whose expression is highly sensitive to
background conditions, seems physically plausible in view of
a delicate interplay between northward oceanic heat trans-
port, the high latitude atmospheric temperatures and the
ice-albedo feedback. The direct influence of warm Atlantic
surface inflow in the Nordic seas on the formation of sea ice
during interstadials has so far been neglected in our model,
but should be considered in further research.

We acknowledge that the Stommel model represents the
AMOC in a drastically simplified manner that misses impor-
tant aspects like the AMOC’s previously mentioned depen-
dence on wind forcing (e.g., Yang et al. 2016; Weijer et al.
2019) or the relation between the AMOC strength and the
pycnocline depth (Gnanadesikan 1999; De Boer et al. 2010;
Nikurashin and Vallis 2011). It also neglects the coupling of
the AMOC to other ocean basins and in particular the South-
ern Ocean, whose role in the DO variability was emphasized
by Hines et al. (2019) and Thompson et al. (2019).

Recent simulations with comprehensive climate models were
able to reproduce DO-like climate oscillations (Malmierca-Vallet
et al. 2023, and references therein). These simulations do consis-
tently reproduce the in-phase sea ice dynamics, the Nordic seas’
temperature inversion and the AMOC switches as evident from
the paleoclimate record and to a higher or lesser degree the gen-
eral sawtooth shape of the Greenland temperatures over the
course of one cycle. However, these simulations are run under
constant background climate conditions and generally produce
fairly stable DO cycle periods. They do not recover the large de-
gree of variability of cycle durations and shapes observed in the
NGRIP d18O record.

Targeted experiments have shown that orbital parameters,
CO2 concentration and ice sheet heights affect the cycle pe-
riod (Zhang et al. 2021; Kuniyoshi et al. 2022; Vettoretti et al.
2022). However, it seems unclear if these models could repro-
duce the full spectrum of DO cycle variability in terms of
amplitude, period, and shape in a transient simulation with
changing ice sheets, orbital parameters, and CO2. Here, our
study may serve as a motivation to investigate why compre-
hensive climate models produce so regular DO cycles. Ac-
cording to our model, the key ingredient for generating
irregular DO cycles is the stochastic sea ice dynamics, which
is driven by an intermittent process. It might be worthwhile
exploring if the models in question underestimate sea ice vari-
ability and if this leads to too stable DO cycles.

5. Conclusions

In summary, we have modeled DO cycles across the last gla-
cial period as state-space excursions of an excitable monostable
system, resolving the ocean, sea ice and atmosphere on increas-
ingly fast time scales. DO events are triggered by a stochastic in-
termittent process that acts on the stadial sea ice cover. The
associated effect on the atmospheric Arctic temperatures u is
consistent with the observed a-stable noise signature in the
GRIP calcium record (Ditlevsen 1999). We propose as potential
sources for the driving intermittent noise local and temporary
convective instabilities in the stadial stratification of the Nordic
seas (Singh et al. 2014; Jensen et al. 2016), persistent atmospheric
anomalies (Kleppin et al. 2015; Li and Born 2019), or combina-
tions thereof (Sadatzki et al. 2020). Our model reproduces sev-
eral central aspects of the observed DO cycle patterns of four
climate variables central to the physics of DO cycles: the typical
saw-tooth shape of Arctic atmospheric temperatures (Johnsen
et al. 2001; North Greenland Ice Core Project Members 2004),
the reduced (extended) sea ice cover during interstadials (stadi-
als) (Sadatzki et al. 2020, 2019; Hoff et al. 2016; Dokken et al.
2013), the strong interstadial AMOC, with sustained northward
heat transport during stadials at a weaker level (Rasmussen et al.
1996b; Rasmussen and Thomsen 2004; Dokken et al. 2013;
Henry et al. 2016; Lynch-Stieglitz 2017), and the corresponding
stadial warming of the Nordic seas (Sadatzki et al. 2020; Dokken
et al. 2013; Ezat et al. 2014; Rasmussen and Thomsen 2004). Fur-
thermore, detailed aspects of the NGRIP d18O record, such as the
variability of the interstadial shape and duration, higher-amplitude
stadial fluctuations, and very short interstadials (stadials) during
the colder (warmer) parts of the late glacial, are reproduced.

We summarize the most important features of our model
that provide plausible mechanistic explanations to the last gla-
cial’s millennial-scale climate variability:

1) The intensity of ocean–atmosphere heat flux in the high
northern latitudes is decisive for the state of the North Atlan-
tic climate system. The heat flux is controlled by the sea ice.

2) Stochastic removal of the sea ice may abruptly expose the
atmosphere to the influence of a large oceanic heat reser-
voir, causing abrupt atmospheric warming and oceanic
cooling facilitated by reactivated deep convection. The
oceanic cooling happens at a much slower rate due to the
ocean’s much larger heat capacity.

3) If sea ice is absent the oceanic heat loss to the atmosphere
yields a strong meridional oceanic temperature gradient
which in turn drives the AMOC’s strong circulation mode.

4) In the interstadial configuration the North Atlantic cli-
mate system is only approximately close to an equilibrium
state. Generally prevailing cold atmospheric temperatures
in the high latitudes entail sea ice regrowth, which inevita-
bly drives the system back to the stadial state.

5) The persistence of the interstadial state is highly sensitive
to the background conditions.

6) The time-scale separation between ocean, sea ice, and at-
mosphere (from slow to fast) is central to the characteristic
shape of Greenland interstadials in terms of Greenland
temperature changes.
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7) DO events are stochastically triggered by a random asym-
metric intermittent process, mimicking abrupt large sea
ice removal events.

We hope that our findings provide a helpful conceptual
framework for further investigation of DO variability. We sug-
gest testing the formulated excitability mechanism in compre-
hensive climate models by forced removal of sea ice. In that
context, it could also be tested if stronger sea ice perturbations
give rise to longer interstadials in comprehensive models as
suggested by our model. Finally, it seems worthwhile to inves-
tigate the sea ice fluctuations in those models that successfully
reproduce DO cycles and check if their statistics exhibit fat
tails in the duration of reduced sea ice extent.
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APPENDIX

Detailed Derivation of the Deterministic Part of
the Model

a. Extended Stommel model

The starting point of our model derivation is the classical
Stommel model (Stommel 1961; Cessi 1994). This model
treats the North Atlantic ocean as two separate well-mixed
boxes, each being characterized by a temperature Te,p and a
salinity Se,p. Here the indices e and p refer to the equatorial
and polar box, respectively. In the classical Stommel model,
the temperatures in the oceanic boxes relax toward pre-
scribed temperatures of the atmosphere above. Here, we
explicitly take into account a response of the atmospheric
temperatures ue,p to the heat fluxes between atmosphere
and ocean and correspondingly treat ue,p as dynamical vari-
ables. Figure 2 shows a schematic illustration of the model.

The atmosphere is exposed to net differential heating
Qe,p caused by radiative imbalance between equatorial and
polar regions. The diffusive meridional fluxes

xu 5 gu(ue 2 up), xT 5 gT(Te 2 Tp), and xS 5 gS(Se 2 Sp)
(A1)

counteract existing temperature and salinity gradients in both
the ocean and the atmosphere, respectively. The effective heat
diffusivities gu and gT are given in watts per kelvin, so that
xu,T denotes a total heat flux across the boundary between the
boxes. Similarly, gS is given in kilograms per second per PSU
so that again, the flux xS denotes an effective flux of salt.

The atmosphere–ocean heat flux

fe,p 5 ge,p(ue,p 2 Te,p) with ge,p ~ Ae,p (A2)

is likewise assumed to be proportional to the corresponding
temperature difference between the atmosphere and ocean.
The flux parameters ge,p are proportional to the correspond-
ing atmosphere–ocean interface surfaces Ae and Ap. The
salinities in the oceanic boxes are forced by an effective
freshwater flux se,p caused by an imbalance between rela-
tively stronger evaporation over the tropics and elevated pre-
cipitation and river runoff in the polar region. A meridional
density gradient Dr 5 re 2 rp controlled by the oceanic tem-
perature and salinity gradients between equator and pole
drives an additional overturning flow

c 5 kDr (A3)

that represents theAMOC in this simplemodel. The flux parame-
ter k relates the overturning strength to the density gradient.

These considerations lead to the following set of equations:

u̇e 5
1
le

(
Qe 2 ge(ue 2 Te) 2 gu(ue 2 up)

)
, (A4a)

u̇p 5
1
lp

(
Qp 2 gp(up 2 Tp) 1 gu(ue 2 up)

)
, (A4b)

Ṫ e 5
1
Le

ge[ue 2 Te] 2 gT[Te 2 Tp]
( )

2
1
Vp

k|Dr|(Te 2 Tp),

(A4c)

Ṫp 5
1
Lp

gp[up 2 Tp] 1 gT[Te 2 Tp]
( )

1
1
Ve

k|Dr|(Te 2 Tp),

(A4d)

Ṡe 5
1
Ve

(
se 2 gS(Se 2 Sp) 2 k|Dr|[Se 2 Sp]

)
, (A4e)

Ṡp 5
1
Vp

(
sp 1 gS(Se 2 Sp) 1 k|Dr|[Se 2 Sp]

)
, (A4f)

where the heat capacities of the ocean boxes Le,p 5 c0r0Ve,p

are given by the product of the specific heat capacity c0, a
reference density rT, and the box volume Ve,p (analogously
for the atmospheric heat capacities le,p 5 curuWe,p, with We,p

denoting the atmospheric box volume). The overturning flow
c enters these equations with an absolute value, because the
direction of the flow is irrelevant for the exchange of heat
and salt between the oceanic boxes.

Introducing the meridional gradients X 5 Xe 2 Xp (e.g.,
u 5 ue 2 up), the equations of motion can be reformulated
as follows:
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du
dt

� lpQe 2 leQp

lelp
2

ge
le

(ue 2 Te) +
gp
lp

(up 2 Tp) 2 gu
lp + le
lelp

u

� lpQe 2 leQp

lelp
2

ge
le

(ue 2 Te) +
gp
lp

(u 2 T 2 ue + Te) 2 gu
lp + le
lelp

u

� lpQe 2 leQp

lelp
2

gelp + gple
lelp

(ue 2 Te) +
gp
lp

(u 2 T) 2 gu
lp + le
lelp

u

’2
gu
lp

(u 2 u0) 2
gp
lp

(u 2 T) + gelp + gple
lelp

(ue 2 Te), (A5a)

dT
dt

� ge
Le

(ue 2 Te) 2
gp
Lp

(up 2 Tp) 2
Le + Lp

LeLp

gTT 2
Ve + Vp

VeVp

k|Dr|T

� ge
Le

(ue 2 Te) 2
gp
Lp

(u 2 T 2 ue + Te) 2
Le + Lp

LeLp

gTT 2
Ve + Vp

VeVp

k|Dr|T

� Legp + Lpge
LeLp

(ue 2 Te) 2
gp
Lp

(u 2 T) 2 Le + Lp

LeLp

gTT 2
Ve + Vp

VeVp

k|Dr|T

’2
gp
Lp

(u 2 T) 2 gT
Lp

2
k|Dr|
Vp

( )
T + Legp + Lpge

LeLp

(ue 2 Te), (A5b)

dS
dt

5
Vpse 1 Vesp

VeVp

2
Ve 1 Vp

VeVp

(gS 2 k|Dr|)S

’
Vpse 1 Vesp

VeVp

2
1
Vp

(gS 2 k|Dr|)S, (A5c)

with u0 5 (lp/gu)[(lpQe 2 leQp)/(lelp)]. Here, we have
used the fact that We .. Wp and Ve .. Vp, which implies
le .. lp and Le ..Lp.

Following Stommel (1961) we express the oceanic densi-
ties in terms of a linearized equation of state

re,p 5 r0(1 2 aTTe,p 1 bSSe,p), (A6a)

Dr 5 r0(bSS 2 aTT), (A6b)

with the reference density r0 5 1029 kg m23 and the thermal ex-
pansion and haline contraction coefficients aT 5 0.173 1023 K21

andbS5 0.753 1023 psu21, respectively.
We assume that the equatorial atmosphere and ocean are

close to a thermal equilibrium with respect to each other
with ue ; Te. This allows us to neglect contributions of the
form [ue 2 Te]. After rescaling all temperatures and the sa-
linity according to

T′ 5
T
u*

, u′ 5
u

u*
, u′0 5

u0
u*

5 O(1) and

S′ 5 bSS/aTu*, (A7)

with u* 5 258C denoting a typical atmospheric meridional
temperature gradient, the equations of motion simplify to

du′

dt
’2

gu
lp

(u′ 2 u′0) 2
gp
lp

(u′ 2 T′), (A8a)

dT′

dt
’2

gp
Lp

(u′ 2 T′) 2 gT
Lp

2
kr0aTu*

Vp

|S′ 2 T′|
( )

T′, (A8b)

dS′

dt
’

Vpse 1 Vesp

VeVp

bS

aTu*
2

gS
Vp

2
kr0aTu*

Vp

|S′ 2 T′|
( )

S′:

(A8c)

Since neither u* nor seff depends on time in our model and
since the meridional fluxes xu and xT impact the polar boxes
much more strongly than the equatorial boxes according to
their respective heat capacities, temporal changes in the gra-
dients are governed by changes in the polar quantities.

According to Cessi (1994), we interpret the quantities
gu/lp 5 t21

u , gp/Lp 5 t21
r , gT /Lp 5 t21

d , and kr0aTu*/Vp 5 t21
a

as the time scales of atmospheric diffusion, the relaxation of
the oceanic temperatures toward the atmospheric ones, the
oceanic horizontal diffusion and the oceanic advection, respec-
tively. Some formulations of the Stommel model rely on two
separate time scales for heat and salt diffusion (e.g., Lohmann
and Ditlevsen 2019). However, following Stommel (1961) and
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Cessi (1994) we assume that the time scale of haline diffusion
with gS/Vp 5 t21

S is the same as that of oceanic heat diffusion
tS 5 td, and therefore associated with turbulent diffusion. Mul-
tiplying all equations with the ocean diffusion time scale td and
omitting the primes yields

td
du
dt

’2
td
tu

(u 2 u0) 2
td
tr

Lp

lp
(u 2 T), (A9a)

td
dT
dt

’2
td
tr

(u 2 T) 2 1 2
td
ta

|S 2 T|
( )

T, (A9b)

td
dS
dt

’ seff 2 1 2
td
ta

|S 2 T|
( )

S, (A9c)

with seff 5 [(Vpse 1 Vesp)/(VeVp)][bStd/(aTu*)].
b. Estimation of the parameters

In our choice of parameters, we deviate strongly from the val-
ues provided by Cessi (1994). First, Cessi (1994) assumes the
same volume for the equatorial and polar oceanic boxes. This
volume is given by the product of the typical depth H 5 4.5 km,
zonal extent dw 5 300 km, and meridional extent L 5 8250 km.
Here, we adopt the volume specifications used by Park (1999):
V 5 Ve 1 Vp 5 5000 km 3 5000 km 3 4 km and Ve ≃ 9Vp,
which is also in line with a Nordic seas surface of 2.5 3 106 km2

indicated in Drange et al. (2005). Regarding the time scale tr
we argue that the relaxation involves vertical heat transport
within the oceanic boxes. Clearly, in a 4-km-deep ocean basin
the temperature is a function of the depth. However, we cannot
resolve the resulting temperature profile in our two-box frame-
work. In particular, our boxes neglect the dynamics at the ocean’s
surface layer where complex processes like freezing and melting
and high susceptibility to atmospheric forcing play an important
role. We consider a depth ofD5 800 m to estimate tr, because
our model variable Tp shall reflect changes in the intermediate
to deep Nordic seas temperatures (Sadatzki et al. 2020). To-
gether with a typical vertical diffusivity of kz5 13 1024 m2 s21

(e.g., Vettoretti et al. 2022) we obtain

tr 5
D2

kz
5

10002 m2

1 3 1024 m2 s21
5 203 years: (A10)

To estimate the diffusive time scale, we use an ocean horizontal
diffusivity of kh 5 1000 m2 s21 (Cessi 1994), which yields

td 5
L2

kh
5 793 years, (A11)

with L 5 5000 km according to the volume specification.
Given that our polar oceanic box is meant to represent the

Nordic seas, the advective time scale is given by the ratio be-
tween the box volume and the AMOC’s volume transport into
the Nordic seas. According to Vettoretti and Peltier (2015,
Fig. 2) the AMOC inflow into the Nordic seas was around
3 Sverdrups (1 Sv ; 1 3 106 m3 s21) during stadials and

ta 5
V/10
3 Sv

5 106 years (A12)

serves as a rough estimate for the advective time scale in
our model.

Finally, for the atmospheric relaxation time scale we choose
a value of tu 5 55 days, which ranges between synoptic and
seasonal time scales. This choice guarantees that in the ab-
sence of sea ice the atmospheric gradient u is determined to
equal contributions by the oceanic temperature gradient T
and the background gradient u0 as we will show later.

To compute the ratio between the heat capacities of the
high-latitude oceanic and atmospheric boxes, we need to
specify the volume of the polar atmosphere Wp. We identify
the polar atmospheric box with a volume that extends from
608 to 808N and from 458W to 258E. The height of the tro-
posphere over this area is approximately 6 km such that

Wp 5

�258

2458
df

�258

108
sin(u)du

�R016km

R0

r2dr

52f
∣∣∣258
2458

3 cos(u)
∣∣∣258
108

3 1/3r3
∣∣∣R016km

R0

’ 23:3 3 106 km3, (A13)

where we have used the polar radius of Earth R0 5 6357 km.
The total heat capacity follows by multiplying the volume with
a typical density of air ru 5 1.2985 3 10003 kg km23 and its
specific heat capacity cu 5 1035 J kg21 K21:

lp 5 rucuWp ’ 3 3 1019 J K21: (A14)

For the ocean, the above specifications imply a volume of
the polar box of

Vp 5 V/10 5 5000 km 3 5000 km 3 4 km 3 1021

5 10 3 106 km3, (A15)

yielding an oceanic heat capacity of

Lp 5 r0c0Vp ’ 4 3 1022 J K21, (A16)

with the oceanic reference density of r0 5 1029 3 10003 kg km23

and its specific heat capacity c0 5 3.9 3 103 J kg21 K21. The
ratio of atmospheric and oceanic heat capacities is thus given
byLp/lp5 1323. Dividing the atmospheric equation ofmotion by
this ratio and introducing the time scale tatm tdlp/Lp 5 0.6 years
immediately reveals a clear time scale separation between atmo-
sphere and ocean dynamics.

Finally, we need to specify the effective salinity forcing
seff. Typically, this value is considered a bifurcation param-
eter in applications of the Stommel model (Stommel 1961;
Park 1999; Roberts and Saha 2017; Lohmann et al. 2021).
Here we keep the value of seff fixed at 0.7, which is on the
lower end of the commonly considered parameter range.

In place of seff, we vary tr, which will give rise to a similar bi-
furcation structure. We argue that the flux fp or equivalently the
flux parameter gp is a function of the Nordic seas’ sea ice cover
which, if present, acts as an insulator between atmosphere and
ocean. The value tr 5 202 years specified above shall correspond
to ice free conditions. With sea ice being the fourth dynamical
variable of our model, the rate gp(I) and correspondingly tr is
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subject to dynamic changes. This mechanism will be de-
scribed in detail further below and for now we concentrate
on the solutions of Eqs. (A9) in dependence on a variation
of gp ~ td/tr. For sake of readability, we introduce the
parameters tatm 5 tdlp/Lp ’ 0.6, tocean 5 td ’ 800,
G 5 (tdlp)/(tuLp) ’ 4, g 5 td/tr ’ 4, and h 5 td/ta ’ 7.5
and rewrite Eqs. (A9) as

tatm
du
dt

’2G(u 2 u0) 2 g(u 2 T), (A17a)

tocean
dT
dt

’2g(u 2 T) 2 (1 2 m|S 2 T|)T, (A17b)

tocean
dS
dt

’ seff 2 (1 2 m|S 2 T|)S: (A17c)

Let q 5 T 2 S denote the nondimensionalized meridional
density gradient. From c 5 kDr and k5 Vp/(tar0aTu*) it
follows that

c 5
Vp

tar0aTu*
aTu*r0q 5

Vp

ta
q 5 c0q: (A18)

So the nondimensional q indicates the strength of the AMOC
in units of c0 5 3 Sv. Since |T 2 S| is generally less than 1,
this will effectively yield unrealistically small values for the
AMOC. Hence, the model is not self-consistent in the sense
that assuming a typical value for the AMOC transport to esti-
mate the time scale tadv implies that the modeled AMOC
strength will always be less than the considered typical AMOC
strength. However, since the available paleoclimate data only
provide qualitative information on past AMOC changes, we
correspondingly consider q as a qualitative indicator for the
AMOC behavior attaching limited importance to quantitative
correctness.

c. Dynamics of the extended Stommel model

We will later introduce explicit dependencies of u0 and g

on the temporarily varying background climate and the sea
ice state, respectively. As a first step, we now discuss the
dynamics of the extended Stommel model defined by
Eqs. (A17) for a constant background and a prescribed mu-
tual relaxation rate g. Figure A1 shows the model’s bifurca-
tion diagram with g acting as a bifurcation parameter. As
the standard Stommel model, the extended model has two
stable fixed point branches. For 1.4 , g , 1.63 the system
is bistable with an unstable branch separating the two stable
ones. The lower branch is associated with a weak mode of
overturning (smaller |q|) while the upper branch represents a
strong mode (larger |q|), with the former being salinity-driven
(S . T) and the latter being temperature-driven (T . S). We
note that the increase of q with increasing g is stronger in the
standard Stommel model because in the extended model a
strengthening of the AMOC weakens the atmospheric tem-
perature gradient and thus its own driving force.

Given the interpretation of the model variables established in
the main text, with u corresponding to Arctic atmospheric tem-
peratures, T representing the Nordic seas’ deep and intermediate

water temperatures, and q indicating the AMOC strength, we
can identify stadial and interstadial climate conditions with
different configurations of the extended Stommel model. The
atmosphere–ocean mutual temperature relaxation rate g controls
the state of the high-latitude climate (Fig. A1). Varying g from
low to high values yields qualitative changes in all three model
variables that consistently match the changes of the true cli-
mate system observed between stadial and interstadial peri-
ods. Low values of g � 0:8 are associated with a weak
AMOC state (lower |q| compared with the strong stable
AMOC branch), cold polar atmosphere (large u) and warm
Nordic seas (small T), while high values of g � 1:7 reverse
this configuration. This allows us to interpret the stable states
of the extended Stommel model at low and high g as stadial
and interstadial states, respectively.

Although higher values of g entail enhanced oceanic
northward heat transport, the Nordic seas are colder in this
configuration because of the stronger release of heat into
the atmosphere. In the stadial state (small values of g) the
model shows sustained northward heat transport provided
by the salinity-driven weak AMOC. However, with the cor-
responding smaller atmosphere–ocean heat flux (smaller g)

FIG. A1. Bifurcation diagram of the extended Stommel model
defined by Eq. (A17). The mutual relaxation rate g acts as a con-
trol parameter with two bifurcations occurring at gc1 ’ 1.4 and
gc2 ’ 1.63. Solid (dashed) lines represent stable (unstable)
branches. The atmospheric meridional temperature gradient u de-
clines with increasing heat exchange rate g due to the action of the
ocean on the atmosphere. The stable branch of the model that is
associated with higher g is commonly referred to as the strong
mode (temperature driven), while the stable branch associated
with lower g is called the weak mode (salinity driven). For low
g , 0.8, all model variables assume a stadial configuration, while
for g . 1.7, they assume an interstadial configuration. Here, the
atmospheric background climate is set to u0 5 1.3 and all other pa-
rameters are as given in Table 1 in the main text.
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even a reduced northward heat transport warms the north-
ern ocean as it hardly loses any heat to the atmosphere.
This model behavior is in line with the findings by Rasmussen
and Thomsen (2004), Dokken et al. (2013), and Ezat et al.
(2014), who report a sustained warm water inflow into the Nor-
dic seas at intermediate depth during stadials. Subsurface warm-
ing at high latitudes was also reproduced by complex modeling
studies (Vettoretti and Peltier 2018; Kuniyoshi et al. 2022).

d. Sea ice component

The sea ice variable I represents the sea ice cover in the
polar box (i.e., in the Nordic seas). Acting as an insulator,
the sea ice controls the heat flux fp between the polar at-
mosphere and ocean (Dokken et al. 2013; Boers et al.
2018). In the concise model formulation [Eqs. (A17)], this
control may effectively be expressed by introducing an ex-
plicit dependency of the model parameter g on the sea ice
variable I. To model the sea ice dynamics, we adopt the
seasonally averaged version of the Eisenman (2012) sea ice
model introduced by Lohmann et al. (2021):

İ 5 D tanh
I
h

( )
2 R0H(I) I 1 L 2 BI, (A19)

where H(I) denotes the Heaviside function. The first term
represents the ice-albedo feedback to the incoming solar
shortwave radiation. The sea ice transport, which is absent
in open ocean conditions (I , 0), is controlled by R0. The
term L 2 BI describes the change of sea ice due to the net
outgoing longwave radiation (OLR) according to a linear-
ized Stefan–Boltzmann law. The incoming longwave radia-
tion depends on the atmospheric temperature u. For the
derivation of the nondimensionalized equation, please see
Eisenman (2012).

To incorporate dynamic changes of the polar atmospheric
temperature in Eq. (A19) and to couple the sea ice model
with the extended Stommel model, we assume a linear rela-
tionship between the net incoming (or outgoing) longwave
radiation and the atmospheric temperature and write

L 5 L0 1 L1(u 2 u*), (A20)

where u 2 u* denotes deviations from the typical atmo-
spheric temperature gradient. Since larger u corresponds to a
colder polar atmosphere with positive effect on the sea ice
growth, L1 is positive. Inserting Eq. (A20) into Eq. (A19) fi-
nally leads to our sea ice model given by Eq. (6) in the main
text

tice İ 5 D tanh
I
h

( )
2 R0H(I)I 2 L0 1 L1u 2 L2I, (A21)

yet without the stochastic forcing jt. We ignore influences of
the intermediate to deep ocean temperatures on the sea ice
formation and melt and instead assume that the ocean’s sur-
face layer is governed by the atmospheric temperatures.

Notice that the extended Stommel model is formulated
such that energy is conserved. Incorporating the sea ice model

into the Stommel model while respecting conservation of energy
would require resolving different layers of the polar ocean box
and in particular the fluxes into and out of the surface layer and
the sea ice itself. Since the heat capacity of the ocean’s surface
layer is relatively small compared to the heat capacities of the con-
sidered oceanic and atmospheric boxes, we may ignore the exact
amount of energy that enters and leaves this layer.

In the original version of the Eisenman (2012) model the
sea ice variable I describes the ice thickness over an iso-
lated ocean column of small spatial extent with horizontally
homogeneous temperature. In particular, negative I corre-
sponds to ice-free conditions (Eisenman 2012). Given the
large spatial extent of the polar box, the homogeneity as-
sumption does not hold in our application. Instead, we in-
terpret the variable I as a stylized representation of the sea
ice over the Nordic seas and its impact on the atmosphere–
ocean heat flux. In this context, we introduce the time scale
tice to express that I reflects slow changes of the annually
averaged total sea ice volume instead of the fairly rapid dy-
namics of growing or melting sea ice at an individual point
in space. For given climatic conditions sea ice equilibrates
fairly rapidly, meaning that it either forms or melts in a sin-
gle season. Multiyear sea ice does usually not exceed an
age of roughly 10 years setting an upper bound on typical
relaxation time scale of sea ice with respect to changing cli-
matic conditions at a given location. The much larger time
scale of tice 5 200 years chosen for our study corresponds
to the time scale of changes in the multiyear sea ice edge.

As previously mentioned, sea ice insulates the atmo-
sphere and the ocean from one another and hence controls
their mutual heat flux. Based on our altered interpretation
of the sea ice variable I, we model the effect of the sea ice
on the ocean–atmosphere heat flux in form of a hyperbolic
tangent with saturation toward high and low values of sea
ice:

g(I) 5 g0 1
Dg

2
tanh

2 (I 2 I0)
v

[ ]
1 1

{ }
: (A22)

This yields a heat flux fp ~ g(I)(T 2 u) that in turn controls
the mutual atmosphere–ocean relaxation in terms of tem-
peratures. The parameters g0 and g0 1 Dg in Eq. (A22) de-
fine the mutual relaxation rate at maximum ice cover and
open ocean conditions, respectively, and v moderates the
steepness of the rate’s decline with increasing sea ice thick-
ness I. Shifting the hyperbolic tangent along the sea ice axis
by setting I0 5 20.5 yields an already substantially reduced
heat flux at intermediate sea ice cover (I 5 0; cf. Fig. A2).
At maximum sea ice cover the heat exchange between the
high-latitude ocean and atmosphere is considered to be (al-
most) shut off. At low latitudes, the heat flux is unaffected by
the sea ice. As explained in the derivation of the extended
Stommel model, the term g(I)(T 2 u) is dominated by the
heat flux between the polar ocean and atmosphere as we have
assumed ue ; Te. Thus, we choose a relatively small g0 5 0.5
which reflects a substantially reduced total atmosphere–ocean
heat flux at maximum sea ice cover. The parameters for
the sea ice model were adopted from Eisenman (2012) and
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Lohmann et al. (2021). Only the newly introduced L0 and L1

were tuned by hand to align the model’s DO cycle shape with
that observed in the NGRIP record.

e. Dynamics of the coupled atmosphere–ocean–sea
ice model

We now examine the joint bifurcation structure of the sea
ice model and the atmospheric temperature u in the determin-
istic setting}that is, we assess the nullclines of Eqs. (A17)
and (A21) (see the main text for our working definition of
the nullclines). Our sea ice model features a double fold bifur-
cation with respect to u (Fig. A2). The associated bistability is
an effect of the ice–albedo feedback. The bifurcation points
are given by B1 5 (u 5 0.83, I 5 0.11) and B2 5 (u 5 1.06,
I 5 20.14). Intersections of the sea ice’s and the atmosphere’s
nullclines constitute fixed points of the full coupled system. The
stable fixed points that correspond to the two climate back-
ground states u0 5 1.3 and u0 5 1.6 are (us ’ 1.17, Is ; 0.88)
and (us ’ 1.45, Is ; 1.59), respectively, and represent stadial
climate states with large sea ice cover and cold temperatures
over Greenland (red dots in Fig. A2). Note that larger atmo-
spheric background gradients yield a more severe stadial cli-
mate with larger Is and us. The corresponding stadial fixed
points in the ocean model, i.e., in Eqs. (A17), are Ts ’ 0.3 and
Ts ’ 0.36, implying relatively warm Nordic seas. Moreover, the
AMOC strength (qs ; 20.1 and qs ; 20.08) is negative and
thus salinity driven and weak.

A key feature of the bifurcation diagram is the proximity of
the low-ice stable branch of the sea ice nullcline and the
strong-mode stable branch of the u nullcline around I ’ 20.4.
The closer the nullclines are to each other, the slower the de-
terministic dynamics in nearby regions of the state space.
Their distance is controlled by the atmospheric climate back-
ground u0 and decreases with decreasing u0 provided that
u0 . 1.275. If the nullclines are sufficiently close, once the sys-
tem enters this region of the state space, the dynamics allows
for prolonged periods in which I and u do not vary much, giv-
ing rise to what we term a metastable state. It is the existence
of this transient metastable state that allows us to model pro-
longed interstadials typical for DO cycles.

To bring the system close to the metastable state, we re-
quire sufficiently large perturbations. In our model these
are provided by substantial stochastic sea ice removals that
reactivate the ocean–atmosphere interaction and thereby
trigger temporary state-space excursions into the intersta-
dial regime. This is achieved by introducing a non-Gaussian
intermittent stochastic process that acts as a forcing on the
sea ice and is capable of inducing the required large abrupt
sea ice removal.

REFERENCES

Berben, S. M. P., T. M. Dokken, P. M. Abbott, E. Cook, H.
Sadatzki, M. H. Simon, and E. Jansen, 2020: Independent
tephrochronological evidence for rapid and synchronous oce-
anic and atmospheric temperature rises over the Greenland
stadial-interstadial transitions between ca. 32 and 40 ka b2k.
Quat. Sci. Rev., 236, 106277, https://doi.org/10.1016/j.quascirev.
2020.106277.

Boers, N., M. Ghil, and D. D. Rousseau, 2018: Ocean circulation,
ice shelf, and sea ice interactions explain Dansgaard–
Oeschger cycles. Proc. Natl. Acad. Sci. USA, 115, E11 005–
E11014, https://doi.org/10.1073/pnas.1802573115.

Broecker, W. S., D. M. Peteet, and D. Rind, 1985: Does the
ocean–atmosphere system have more than one stable mode
of operation? Nature, 315, 21–26, https://doi.org/10.1038/
315021a0.

}}, G. Bond, M. Klas, G. Bonani, and W. Wolfli, 1990: A salt
oscillator in the glacial Atlantic? 1. The concept. Paleoceanog-
raphy, 5, 469–477, https://doi.org/10.1029/PA005i004p00469.

Cessi, P., 1994: A simple box model of stochastically forced ther-
mohaline flow. J. Phys. Oceanogr., 24, 1911–1920, https://doi.
org/10.1175/1520-0485(1994)024,1911:ASBMOS.2.0.CO;2.

Cheng, H., and Coauthors, 2013: Climate change patterns in Ama-
zonia and biodiversity. Nat. Commun., 4, 1411, https://doi.org/
10.1038/ncomms2415.

Clark, P. U., and Coauthors, 2009: The last glacial maximum. Sci-
ence, 325, 710–714, https://doi.org/10.1126/science.1172873.

Corrick, E. C., and Coauthors, 2020: Synchronous timing of
abrupt climate changes during the last glacial period. Science,
369, 963–969, https://doi.org/10.1126/science.aay5538.

Dansgaard, W., H. B. Clausen, N. Gundestrup, C. U. Hammer,
S. F. Johnsen, P. M. Kristinsdottir, and N. Reeh, 1982: A new
Greenland deep ice core. Science, 218, 1273–1277, https://doi.
org/10.1126/science.218.4579.1273.

}}, S. J. Johnsen, H. B. Clausen, D. Dahl-Jensen, N. Gundestrup,
C. U. Hammer, and H. Oeschger, 1984: North Atlantic climatic

FIG. A2. Nullcline of the seasonally averaged sea ice I (olive) to-
gether with the nullcline of the Stommel atmosphere u (wine). Due
to the ice albedo feedback the sea ice model features a bistable re-
gion where an ice-rich and a low-ice solution coexist. The differ-
ence in the slope of the two stable branches is controlled by the
strength of the sea ice export R0. The lower u-nullcline is the same
as in Fig. A1 with u0 5 1.3 upon using the transformation g 5 g(I)
given by Eq. (A22). The upper u-nullcline results from setting
u0 5 1.6. The mutual relaxation rate g(I) as a function of the sea
ice is shown in light gray on the right ordinate. Intersections of the
u and I nullclines define fixed points of the entire coupled system
defined by Eqs. (A17) and (A21). Larger atmospheric backgrounds
u0 yield more pronounced stadial conditions with colder Arctic at-
mosphere and larger sea ice cover.

J OURNAL OF CL IMATE VOLUME 372760

Brought to you by BIBLIO DES WISSENSCHAFTSPARKS | Unauthenticated | Downloaded 04/12/24 12:34 PM UTC

https://doi.org/10.1016/j.quascirev.2020.106277
https://doi.org/10.1016/j.quascirev.2020.106277
https://doi.org/10.1073/pnas.1802573115
https://doi.org/10.1038/315021a0
https://doi.org/10.1038/315021a0
https://doi.org/10.1029/PA005i004p00469
https://doi.org/10.1175/1520-0485(1994)024<1911:ASBMOS>2.0.CO;2
https://doi.org/10.1175/1520-0485(1994)024<1911:ASBMOS>2.0.CO;2
https://doi.org/10.1038/ncomms2415
https://doi.org/10.1038/ncomms2415
https://doi.org/10.1126/science.1172873
https://doi.org/10.1126/science.aay5538
https://doi.org/10.1126/science.218.4579.1273
https://doi.org/10.1126/science.218.4579.1273


oscillations revealed by deep Greenland ice cores. Climate
Processes and Climate Sensitivity, J. Hansen and T. Takaha-
shi, Eds., Amer. Geophys. Union, 288–298, https://doi.org/10.
1029/GM029p0288.

}}, and Coauthors, 1993: Evidence for general instability of
past climate from a 250-kyr ice-core record. Nature, 364, 218–
220, https://doi.org/10.1038/364218a0.

De Boer, A. M., A. Gnanadesikan, N. R. Edwards, and A. J.
Watson, 2010: Meridional density gradients do not control
the Atlantic overturning circulation. J. Phys. Oceanogr., 40,
368–380, https://doi.org/10.1175/2009JPO4200.1.

Ditlevsen, P. D., 1999: Observation of a-stable noise induced millen-
nial climate changes from an ice-core record. Geophys. Res.
Lett., 26, 1441–1444, https://doi.org/10.1029/1999GL900252.

}}, M. S. Kristensen, and K. K. Andersen, 2005: The recurrence
time of Dansgaard–Oeschger events and limits on the possi-
ble periodic component. J. Climate, 18, 2594–2603, https://doi.
org/10.1175/JCLI3437.1.

}}, K. K. Andersen, and A. Svensson, 2007: The DO-climate
events are probably noise induced: Statistical investigation of
the claimed 1470 years cycle. Climate Past, 3, 129–134, https://
doi.org/10.5194/cp-3-129-2007.

Dokken, T. M., K. H. Nisancioglu, C. Li, D. S. Battisti, and C.
Kissel, 2013: Dansgaard-Oeschger cycles: Interactions be-
tween ocean and sea ice intrinsic to the Nordic seas. Paleo-
ceanography, 28, 491–502, https://doi.org/10.1002/palo.20042.

Drange, H., and Coauthors, 2005: The Nordic seas: An overview.
The Nordic Seas: An Integrated Perspective, H. Drange et al.,
Eds., Amer. Geophys. Union, 1–10, https://doi.org/10.1029/
158GM02.

Drijfhout, S., E. Gleeson, H. A. Dijkstra, and V. Livina, 2013:
Spontaneous abrupt climate change due to an atmospheric
blocking–sea-ice–ocean feedback in an unforced climate
model simulation. Proc. Natl. Acad. Sci. USA, 110, 19 713–
19718, https://doi.org/10.1073/pnas.1304912110.

Eisenman, I., 2012: Factors controlling the bifurcation structure of
sea ice retreat. J. Geophys. Res., 117, D01111, https://doi.org/
10.1029/2011JD016164.

Ezat, M. M., T. L. Rasmussen, and J. Groeneveld, 2014: Persistent
intermediate water warming during cold stadials in the south-
eastern Nordic seas during the past 65 k.y. Geology, 42, 663–
666, https://doi.org/10.1130/G35579.1.

Fischer, H., M.-L. Siggaard-Andersen, U. Ruth, R. Röthlisberger,
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