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Network (or graph) sparsification accelerates many downstream analyses. For graph sparsification, 
sampling methods derived from local heuristic considerations are common in practice, due to 
their efficiency in generating sparse subgraphs using only local information. Filtering-based edge 
sampling is the most typical approach in this respect, yet it heavily depends on an appropriate 
definition of edge importance. Instead, we propose a generalized node-focused edge sampling 
framework by preserving scaled/expected local node characteristics. Apart from expected degrees, 
these local node characteristics include the expected number of triangles and the expected number 
of non-closed wedges associated with a node. From a technical point of view, we adapt a 
game-theoretic sampling method from uncertain graph generation to obtain sparse subgraphs 
that approximate the expected local properties. We include a tolerance threshold for much 
faster convergence. Within this framework, we provide appropriate algorithmic variants for 
sparsification. Moreover, we propose a network measure called tri-wedge assortativity for the 
selection of the most suitable variant when sparsifying a given network. Extensive experimental 
studies on functional climate, observed real-world, and synthetic networks show the effectiveness 
of our method in preserving overall structural network properties – on average consistently better 
than the state of the art.

1. Introduction

Networks (= graphs, we use both terms interchangeably) have become generic data representations in various domains, ranging 
from sociology to biology and even climatology [2]. Networks can be categorized based on the underlying process they model. Real-

world networks can model relationships among physical objects (e.g., in infrastructure such as streets, gas, and water) or conceptual 

✩ A preliminary version of this article was published in the Proceedings of the 2022 IEEE/ACM International Conference on Advances in Social Networks Analysis 
and Mining (ASONAM) [1].
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ones (e.g., in social networks or web graphs). Moreover, one can construct functional networks by statistically relating one time series 
to another. For example, in climate science, climate data are represented in the form of networks for the spatiotemporal pattern 
analysis of the underlying climate system [3]: by (1) viewing grid points (or locations) on Earth as nodes and (2) establishing edges 
between nodes according to the similarity or causality between the corresponding time series at the pair of nodes.

Analyzing large networks in their entirety can be difficult due to the rapid growth of the typical data volume. For example, millions 
of tweets per day are generated online in social networks; when dealing with climate data, taking the original spatial resolution (e.g., 
0.25◦ × 0.25◦) can lead to a network with more than half a million nodes and half a billion edges [4]. In such cases, carrying out 
non-local structural queries or visualizations is time-consuming or even prohibitive. One common solution in the literature is lossy 
compression, i.e., to discard a large proportion of possibly redundant edges by sparsification to obtain a sparse subgraph 𝐺̂ of the 
input graph  = (𝑉 , 𝐸). To retain the contextual meaning of nodes, we focus on sparsification and do not consider graph coarsening 
where nodes can be aggregated. Under the basic premise of preserving essential network properties, sparsification allows a faster and 
sometimes even more accurate analysis of the available network data [5–7].

Which properties to preserve during sparsification, depends on the application context. Among other properties, theoretical work 
considers spectral properties such as eigenvalues [8]. Preserving spectral properties is time-consuming, as it requires the solution of 
many Laplacian linear systems. In practice, alternative objectives that can be computed faster are often preferred [9]. For this, a body 
of fast edge sampling methods have been proposed, including probability-based [10–12] and filtering-based [13–15] edge sampling 
(see Section 2). These sampling methods are edge-focused and depend heavily on an appropriate way to define edge importance, 
especially filtering-based methods.

To relax such a dependency, we propose a generalized edge sampling method with a node-focused perspective. Node-focused 
refers here to relying on local node characteristics rather than characterizing edge importance. Such an idea is motivated by the 
fact that local structural characteristics can define not only the basic but also the global organization of a network, as indicated in 
Refs. [16,17]. The following four applications provide supporting evidence:

• Random graph generation [16,17]. In a deterministic graph like , each edge exists with probability 1. For , one can generate 
random graphs reproducing complex/non-local properties of , by preserving subgraph-based distributions of , e.g., degree 
distribution, degree correlations, clustering, and so on.

• Uncertain graph sampling [18–20]. In an uncertain graph 𝑈 , each edge exists with probability in (0, 1], and a possible world is 
a deterministic subgraph drawn from the distribution defined by 𝑈 . For 𝑈 , one can extract representative possible worlds by 
preserving the expected degrees and the expected number of triangles associated with nodes of 𝑈 . The extracted representatives 
preserve the structural properties of 𝑈 , facilitating statistically sound uncertain graph queries.

• Degree-based edge sampling [21,22]. By preserving the expected degrees of nodes, one can obtain sparse subgraphs 𝐺̂ that preserve 
the degree distribution of  well.

• Centrality correlation [23,24]. For general networks, different centralities are correlated with each other. This is also true for 
the degrees, the number of triangles, and the number of non-closed wedges associated with nodes. Besides, these three local 
properties are interdependent by the definition of the local clustering coefficient [25].

Therefore, in the context of sparsification, it is natural to ask what local node characteristics look like in the sparsified subgraphs. 
The applications uncertain graph sampling [18–20] and degree-based edge sampling [21,22] indicate the direction. Specifically, we 
preserve not only the expected degrees, but also the expected number of triangles and the expected number of non-closed wedges, 
which are all measures associated with nodes. In particular, we take into account the preservation of triangles due to triangles being 
able to discern abnormal (sub)graphs and nodes in social networks [26], and to reveal the hidden thematic structure in the World 
Wide Web [27]. Note that we particularly separate non-closed wedges from closed wedges – the latter are triangles. As we will see 
later, our proposed approach implicitly preserves basic but also complex network properties.

To the best of our knowledge, limited work is closely related to our objective. Zeng et al. [21,22] formulate a similar approach 
as an optimization problem (see degree-based edge sampling mentioned above). In their work, sparse subgraphs, which are generated 
by preserving the expected degrees of nodes, preserve implicitly network properties, such as degree distribution and shortest-path 
distance distribution. However, they only consider the preservation of the expected degrees – which seems overly myopic. Our 
objective is a generalized version in comparison, since we consider additionally the expected number of triangles and the expected 
number of non-closed wedges.

From a technical point of view, we transfer the results from uncertain graph sampling [19] to network sparsification; we do so by 
adapting the game-theoretic sampling proposed by Ref. [19]. Our rationale for doing so is: (i) degree-based edge sampling [21,22] can 
be technically regarded as a special case of uncertain graph sampling, in a sense that a uniform probability is assigned to each edge of 
𝑈 ; (ii) our objective generalizes degree-based edge sampling, and preserves similar local node properties to those in uncertain graph 
sampling; (iii) game-theoretic sampling performs best for uncertain graph sampling while guaranteeing convergence.

The paper is organized as follows. Section 2 reviews the related work on edge sampling and exact potential games. The proposed 
edge sampling method and algorithms are explained in Sections 3 and 4, respectively. Section 5 presents experimental evaluations, 
and Section 6 discusses the tri-wedge assortativity for selecting algorithms when sparsifying a given graph. Finally, Section 7 concludes 
2
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1.1. Contributions

For graph sparsification, we propose an edge sampling method with a different perspective, which is motivated by uncertain graph 
sampling [19] and degree-based edge sampling [21,22]. From a technical viewpoint, we adapt game-theoretic sampling method from 
uncertain graph sampling to graph sparsification. Our contributions are:

• We propose a generalized node-focused edge sampling framework by preserving the expected local properties, including the 
expected degrees, the expected number of triangles, and the expected number of non-closed wedges, associated with nodes in 
the sparse subgraphs.

• By including a tolerance threshold into the game-theoretic sampling adapted from uncertain graph sampling [19], we significantly 
accelerate the convergence, while maintaining the sparsification quality.

• Our proposed method maintains a better overall similarity of the sparse subgraphs to the original graphs than other state-of-the-

art sampling methods.

• We provide guidance for how to select one of the algorithmic variants involved in our sparsification framework, i.e., the game-

theoretic sparsification with tolerance (GST) and further with triangle-emphasis (GSTT), when applying them to an unknown 
graph.

Compared to the conference version of this paper [1], which considers only functional climate networks, this extended version 
aims to make our proposed method as general as possible for network data from various domains. To this end, we not only propose 
additional optimization objectives, but also provide comprehensive studies using additional evaluation metrics and one more state-

of-the-art sampling method. The highlights of this extension include: (i) a constant time complexity for computing the expected 
number of non-closed wedges, assuming that the degree and the number of triangles have been computed already; (ii) an additional 
algorithmic variant GSTT as part of our framework, for which we relax the independence assumption imposed on the computation of 
the expected number of triangles; (iii) a measure called tri-wedge assortativity that helps to decide which of the algorithms from our 
framework to apply to an unknown graph.

2. Related work

We review first edge sampling methods, including probability-based and filtering-based ones. We also provide the necessary 
background on exact potential games, since we adapt a game-theoretic sampling method [19] in our work.

Probability-based edge sampling. One way to sample edges from a given graph  is according to some probability distribution. 
The most intuitive one is uniform sampling [11], which preserves spectral properties (i.e., the Laplacian eigenvalue distribution of 
the generated sparse subgraph 𝐺̂ is similar to that of ) with high probability, but only over smooth inputs [10]. Spectral properties 
such as eigenvalue distributions are important in the context of sparsification, due to their capability to characterize graph topology 
and dynamical processes on networks [28]. Le [12] studied one non-uniform sampling approach. It assigns a probability to each 
edge 𝑒 = {𝑢, 𝑣} that is inversely proportional to the number of common neighbors of the two nodes 𝑢 and 𝑣. This method is similar 
to uniform sampling if the number of common neighbors becomes small, or similar to effective-resistance-based sampling [8] if the 
number of common neighbors is large. Effective resistance, on the other hand, stems from viewing a graph as a resistive circuit, 
where an edge of weight 𝑤 becomes a resistor of resistance 1

𝑤
. Intuitively, it is low if two vertices are connected via many paths 

of short length. Using probabilities based on effective resistance leads to sampling methods with strong guarantees on the sparsified 
subgraph. Generally, strong guarantees require algorithms that are rather time-consuming in practice. Spectral sparsification, for 
example, requires the solution of numerous linear systems [8].

Filtering-based edge sampling. There is a body of sampling methods interested in identifying important edges (often referred to as 
edge centrality) [13] to preserve structural properties, e.g., community structure [29,14,15] or the largest connected component [13]. 
In particular, Hamann et al. [13] have compared systematically several well-known filtering-based edge sampling methods, such as 
using Jaccard similarity [14], Simmelian backbones [30], and algebraic distance [31]. The general sampling process used therein 
contains two primary steps: edge scoring and filtering. Edge scoring assigns each edge a value to characterize the importance of that 
edge; filtering then removes all edges with scores below a certain threshold such that the network is compressed to a desired ratio. 
They also proposed a sampling method named local degree. It preserves the largest connected component of the original graph well 
in the sparse subgraph.

Both probability-based and filtering-based edge sampling methods listed here can be implemented using only local information 
without access to the entire network. Therefore, as we also see from our extensive experimental comparisons in Section 5, they are 
fast and scale to very large instances.

Background on exact potential games. A strategic game ⟨𝑃 , {𝑆𝑝}𝑝∈𝑃 , {𝐶𝑝(𝑆𝑝, 𝑆−𝑝)}𝑝∈𝑃 → ℝ⟩ is a triplet which consists of 
players 𝑝, the strategy 𝑆𝑝 of a player 𝑝, and the individual cost defined by a cost function 𝐶𝑝. Given initialized strategies for all 
players, the game proceeds in a round-robin fashion. In every round, each player 𝑝 minimizes its cost 𝐶𝑝 based on the strategies 𝑆−𝑝

of all other players. Such a process is called best-response dynamics [32]. Noth that 𝑝 changes its current strategy 𝑆𝑝 to a new one 𝑆′
𝑝

if and only if (iff) the gain 𝑔(𝑝) is positive, i.e., iff 𝑔(𝑝) = 𝐶𝑝(𝑆𝑝, 𝑆−𝑝) −𝐶𝑝(𝑆′
𝑝
, 𝑆−𝑝) > 0. A strategic game has a (pure) Nash equilibrium

if the game terminates; that is, no player has the incentive to change its current strategy. A strategic game is called a potential 
game if there is a single global function – the potential function Φ – that represents the incentives of all players to change their 
3

strategies. Furthermore, a potential game is said to be exact if the gain in the cost function is reflected in the potential function, i.e., 
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Fig. 1. An example of computing the expected degree of node 𝐴, the expected number of triangles, and the expected number of non-closed wedges associated 
with 𝐴. (a) The given graph . The degree of 𝐴, the number of triangles, and the number of non-closed wedges associated with 𝐴, are 𝑚𝐴

2 () = 4, 𝑚𝐴
3 () = 2 (i.e., 

{{𝐴, 𝐸}, {𝐴, 𝐷}, {𝐸, 𝐷}} and {{𝐴, 𝐵}, {𝐴, 𝐶}, {𝐵, 𝐶}}), and 𝑚𝐴
𝑤
() = 4 (i.e., {{𝐴, 𝐸}, {𝐴, 𝐶}}, {{𝐴, 𝐸}, {𝐴, 𝐵}}, {{𝐴, 𝐷}, {𝐴, 𝐶}}, and {{𝐴, 𝐷}, {𝐴, 𝐵}}), respectively. 

(b) The given graph  with a uniform and independent sampling probability 𝑝 = 0.7. Based on Eqs. (2a), (2b), and (2c), the expected degree of 𝐴, the expected number 
of triangles, and the expected number of non-closed wedges associated with 𝐴, are 𝔼𝐴

2 = 2.8, 𝔼𝐴
3 = 0.686, and 𝔼𝐴

𝑤
= 2.254, respectively.

𝐶𝑝(𝑆𝑝, 𝑆−𝑝) − 𝐶𝑝(𝑆′
𝑝
, 𝑆−𝑝) = Φ(𝑆𝑝, 𝑆−𝑝) −Φ(𝑆′

𝑝
, 𝑆−𝑝). More importantly, the theory of best-response dynamics on an exact potential 

game guarantees its convergence to a Nash equilibrium, regardless of the initialization [32].

3. Problem definition

3.1. Preliminaries

Let  = (𝑉 , 𝐸) be an undirected and unweighted simple (without self-loops, without multi-edges) graph, where 𝑉 is the set of 
nodes and 𝐸 ⊆ 𝑉 × 𝑉 is the set of edges. The goal of graph sparsification is to find a subgraph 𝐺̂ = (𝑉 , 𝐸̂) that preserves certain 
network properties of  in a scaled manner, i.e., where preservation measures reflect the different numbers of edges. Both  and 𝐺̂
have the same number of nodes as we do not consider node aggregation. For sparsification, we assume a uniform and independent 
sampling probability 𝑝 ∈ (0, 1] for each edge. We use this probability 𝑝 to derive the expected local node properties, because our 
objective is to preserve scaled local node characteristics. The most common symbols used throughout this work are shown in Table 1.

3.2. Sparsification via scaled local properties

For graph sparsification, Zeng et al. [21,22] take only the expected local degrees into account. To expand on their approach, we 
further consider 3-size subgraphs and propose a normalized definition of network sparsification. Although the preservation of expected 
local node properties can be extended to subgraphs of larger size, the computational cost can be prohibitive if considering subgraphs 
with more than three nodes [19,33]. The expected degrees, the expected number of triangles (i.e., closed wedges), and the expected 
number of non-closed wedges associated with nodes have been defined in the context of uncertain graph sampling [19] and can be 
applied here as well.

For a node 𝑖 of a given  represented by its adjacency matrix 𝐀, the degree of 𝑖, the number of triangles, and the number of 
non-closed wedges associated with 𝑖 are defined as:

𝑚𝑖
2() ∶=

|𝑉 |∑
𝑗=1

𝐀𝑖𝑗 (1a)

𝑚𝑖
3() ∶=

1
2

|𝑉 |∑
𝑗=1

|𝑉 |∑
𝑘=1

𝐀𝑖𝑗𝐀𝑖𝑘𝐀𝑗𝑘 (1b)

𝑚𝑖
𝑤
() ∶= 1

2
𝑚𝑖
2(𝑚

𝑖
2 − 1) −𝑚𝑖

3 (1c)

We can now define the expected local node properties, based on the given sampling probability 𝑝. Using the independence assumption 
as in Ref. [19] and the linearity of expectation, we define the expected degree of 𝑖, the expected number of triangles, and the expected 
number of non-closed wedges associated with 𝑖 as:

𝔼𝑖
2 ∶= 𝑝𝑚𝑖

2() (2a)

𝔼𝑖
3 ∶= 𝑝3𝑚𝑖

3() (2b)

𝔼𝑖
𝑤
∶= 1

2
𝑝2𝑚𝑖

2()(𝑚
𝑖
2() − 1) − 𝔼𝑖

3, (2c)

where the independence assumption is applied in Eqs. (2b) and (2c) (see Fig. 1 for an example). More precisely, each triangle 
and each non-closed wedge is assumed to be preserved with the probability 𝑝3 or 𝑝2, respectively. Therefore, in Eq. (2c), the term 
1
2𝑝

2𝑚𝑖
2()(𝑚

𝑖
2() − 1) represents the expected number of wedges (including both closed and non-closed ones) to be preserved in 

the sparsified graph 𝐺̂. Note that the conference version of this paper [1] uses a recursive dynamic-programming algorithm [34] to 
compute the expected number of non-closed wedges 𝔼𝑖

𝑤
. Here, by exploiting Eq. (2c), we simplify the computational effort to constant 

time, given that 𝑚𝑖
2() and 𝑚𝑖

3() have been computed by Eqs. (1a) and (1b), respectively.

In the desired sparse subgraph 𝐺̂, each node should be as close as possible to its expected local properties. For this, we define the 
4

normalized node-level and graph-level distances between 𝐺̂ and the current subgraph 𝐺′, which are motivated by Ref. [19].
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Table 1

List of symbols.

Symbol Definition

 = (𝑉 ,𝐸) An undirected and unweighted graph with 𝑉 and 𝐸 as vertex and edge sets, respectively

𝐀 The unweighted adjacency matrix of 
𝑝 The uniform and independent sampling probability 𝑝 ∈ (0, 1]
𝔼𝑖

2, 𝔼
𝑖

3, 𝔼
𝑖
𝑤

The expected degree (𝔼𝑖

2) of node 𝑖, and the expected number of triangles (𝔼𝑖

3) and the expected 
number of non-closed wedges (𝔼𝑖

𝑤
) associated with the node 𝑖, based on  and 𝑝

𝐺′ = (𝑉 ,𝐸′) The current sparse subgraph during edge sampling with 𝑉 and 𝐸′ as vertex and edge sets, 
respectively

𝐺∗ = (𝑉 ,𝐸∗) The final sparse subgraph output by our proposed method with 𝑉 and 𝐸∗ as vertex and edge sets, 
respectively

𝐺̂ = (𝑉 , 𝐸̂) The desired sparse subgraph 𝑉 and 𝐸̂ as vertex and edge sets, respectively

𝔼3, 𝔼𝑤 The overall expected number of triangles (𝔼3) and the expected number of non-closed wedges (𝔼𝑤), 
based on 𝐺̂

𝑚3(⋅), 𝑚𝑤(⋅) The overall number of triangles (𝑚3(⋅)) and the overall number of non-closed wedges (𝑚𝑤(⋅)) of a 
given graph; for example, 𝑚3() and 𝑚𝑤() are for , while 𝑚3(𝐺′) and 𝑚𝑤(𝐺′) are for 𝐺′

𝑚𝑖

2(⋅), 𝑚
𝑖

3(⋅), 𝑚
𝑖
𝑤
(⋅) The degree (𝑚𝑖

2(⋅)) of node 𝑖, and the number of triangles (𝑚𝑖

3(⋅)) and the number of non-closed 
wedges (𝑚𝑖

𝑤
(⋅)) associated with the node 𝑖, based on a given graph; for example, 𝑚𝑖

2(), 𝑚𝑖

3(), and 
𝑚𝑖

𝑤
() are for , while 𝑚𝑖

2(𝐺
′), 𝑚𝑖

3(𝐺
′), and 𝑚𝑖

𝑤
(𝐺′) are for 𝐺′

Δ𝑖

2,3,𝑤(⋅) The node-level distance of node 𝑖 of a subgraph of  to its expectations, when preserving degrees, 
triangles, and non-closed wedges (with subscripts ‘2’, ‘3’, and ‘𝑤’, respectively) in expectations; for 
example, Δ𝑖

2,3,𝑤(𝐺
′) is for 𝐺′, while Δ𝑖

2,3,𝑤(𝐺
∗) is for 𝐺∗

Δ2,3,𝑤(⋅) The graph-level distance of a subgraph of  to the desired sparse subgraph 𝐺̂, , when preserving 
degrees, triangles, and non-closed wedges; for example, Δ2,3,𝑤(𝐺′) is for 𝐺′, while 𝛿2,3,𝑤(𝐺∗) is for 𝐺∗

GST2,3,𝑤 The proposed algorithm: game-theoretic sparsification with tolerance, by default, preserving 
degrees, triangles, and non-closed wedges in expectation; the preservation of subset properties leads 
to GST2, GST3, and GST2,3

GSTT2,3,𝑤 The proposed algorithmic variant as an extension: game-theoretic sparsification with tolerance and 
with triangle-emphasis, by default, preserving degrees, triangles, and non-closed wedges in 
expectation; the preservation of subset properties leads to GSTT2, GSTT3, and GSTT2,3

Definition 1. Given the expected degree 𝔼𝑖
2 of node 𝑖, the expected number of triangles 𝔼𝑖

3 and the expected number of non-closed 
wedges 𝔼𝑖

𝑤
associated with 𝑖, and the current subgraph 𝐺′ ⊆ , the node-level distance of 𝑖 to its overall expectation is:

Δ𝑖
2,3,𝑤(𝐺

′) ∶= 1
𝑚𝑖
2()

|𝑚𝑖
2(𝐺

′) − 𝔼𝑖
2|+ 1

𝑚𝑖
3()

|𝑚𝑖
3(𝐺

′) − 𝔼𝑖
3|+ 1

𝑚𝑖
𝑤()

|𝑚𝑖
𝑤
(𝐺′) − 𝔼𝑖

𝑤
|, (3)

where 𝑚𝑖
2() is the degree of node 𝑖 based on the given graph ; 𝑚𝑖

3() and 𝑚𝑖
𝑤
() are the number of triangles and the number 

of non-closed wedges associated with 𝑖, respectively. Similarly, 𝑚𝑖
2(𝐺

′), 𝑚𝑖
3(𝐺

′), and 𝑚𝑖
𝑤
(𝐺′) are corresponding values based on 

𝐺′. Therefore, 1
𝑚𝑖
2()

, 1
𝑚𝑖
3()

, and 1
𝑚𝑖

𝑤()
are values fixed for a particular graph and precomputable. We use them as normalization 

factors to avoid the domination of any single absolute value in Eq. (3). Specifically, taking high-degree nodes as an example, during 
sparsification, their degrees increase or decrease due to the preservation or removal of edges, respectively. This can further lead to 
quite large changes regarding the number of triangles or non-closed wedges associated with these nodes. Without normalization, such 
changes would dominate Eq. (3). Note that previous studies [19,21,22] ignore this factor, but we demonstrated its importance in the 
conference version of this paper [1].

The graph-level distance for a subgraph 𝐺′ to its overall expectation is therefore defined by following Ref. [19] as:

Definition 2. Given the current subgraph 𝐺′ ⊆ , the graph-level distance of 𝐺′ to its overall expectation is:

Δ2,3,𝑤(𝐺′) ∶=
∑
𝑖∈𝑉

Δ𝑖
2,3,𝑤(𝐺

′) (4)

The network sparsification problem via scaled-local-property-based edge sampling is therefore defined as:

Definition 3. (Sparsification via scaled local properties). Given an undirected and unweighted graph  = (𝑉 , 𝐸) and a uniform and 
independent sampling probability 𝑝 ∈ (0, 1], find a sparsified subgraph 𝐺̂ = (𝑉 , 𝐸̂) such that:

𝐺̂ ∶= argmin
𝐺′⊆

Δ2,3,𝑤(𝐺′), (5)

where the sampling probability 𝑝 is used for defining Δ2,3,𝑤(𝐺′) (see Eqs. (2a), (2b), (2c), (3), and (4)). As specified by Eq. (5), this 
is meant as the argmin for all three properties together (see GST2,3,𝑤 and GSTT2,3,𝑤 in Table 1 and in Section 4). In our experiments, [

1 𝑖 ′ 𝑖 1 𝑖 ′ 𝑖

]

5

however, we also look at subsets thereof, i.e., degrees and triangles; that is, argmin
𝐺′⊆ 𝑚𝑖

2()
|𝑚2(𝐺 ) − 𝔼2|+ 𝑚𝑖

3()
|𝑚3(𝐺 ) − 𝔼3| (see 
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GST2,3 and GSTT2,3 in Table 1 and in Section 4). According to Ref. [18], when preserving only the expected degrees, this problem 
is a special case of the closest vector problem, which is  -hard [35]. As our problem is a generalization, it is  -hard, too. The 
decision variant is  -complete: it is easy to see that verification of a solution takes only polynomial time. As no exact polynomial-

time algorithm is known, we aim to provide heuristic solutions that are fast and accurate enough for practical purposes.

3.3. Emphasizing on the expected number of triangles

The sparse subgraph 𝐺̂ by Eq. (5) depends on how to appropriately derive the expected number of triangles 𝔼𝑖
3 and the expected 

number of non-closed wedges 𝔼𝑖
𝑤

associated with node 𝑖. By default, 𝔼𝑖
3 and 𝔼𝑖

𝑤
are derived using the independence assumption. 

However, considering the diversity of network data and potential edge dependencies [36], the independence assumption cannot 
always be suitable. Therefore, we consider the case when the assumption of independence is relaxed as an algorithmic variant (see 
Table 1 and Section 4 for GSTT with the second ‘T’ representing triangle-emphasis). This corresponds to the second highlighted 
extension of this paper (see Section 1.1).

A conservative way to implement this idea is to emphasize only the expected number of triangles 𝔼𝑖
3 to be preserved in the 

sparsified graph 𝐺̂. That is, we use Eq. (6) in replacement of Eq. (2b) for this purpose, leading to GSTT (see Algorithm 1):

1
2
(𝑝3 + 𝑝)𝑚𝑖

3(), (6)

where the probability that a triangle is preserved in 𝐺̂ is in [𝑝3, 𝑝], with 𝑝3 being the lower bound based on the independence 
assumption and 𝑝 the upper bound. For example, in Fig. 1(b), the probability that the triangle {{𝐴, 𝐵}, {𝐴, 𝐶}, {𝐵, 𝐶}} is preserved 
is in [0.343, 0.7]; we then take the mean 0.5215 for calculating the expected number of triangles based on Eq. (6). Our rationale 
for doing so is that the triangle is a more important motif structure than the non-closed wedge, because it affects the structure and 
functionality of a graph to a larger extent [26,27]. In this way, we also adjust the ratio between the overall expected number of 
triangles 𝔼3 ∶=

∑
𝑖∈𝑉 𝔼𝑖

3 and the overall expected number of non-closed wedges 𝔼𝑤 ∶=
∑

𝑖∈𝑉 𝔼𝑖
𝑤

to be preserved in 𝐺̂, as they are 
tied with each other by Eq. (2c). Our empirical studies indicate the benefit of considering edge dependencies, particularly in observed 
real-world networks.

When (not) to consider the relaxation of the independence assumption is investigated in Section 6. We conjecture that it depends 
on the ratio between the overall number of triangles 𝑚3() and the overall number of non-closed wedges 𝑚𝑤() in the given graph :

𝑚3() ∶=
∑
𝑖∈𝑉

𝑚𝑖
3() (7a)

𝑚𝑤() ∶=
∑
𝑖∈𝑉

𝑚𝑖
𝑤
() (7b)

Specifically, if  has fewer triangles than non-closed wedges, i.e., 𝑚3() < 𝑚𝑤(), one needs to avoid a too rapid decline of 𝔼3, as such 
a decline would lead to more dissimilarities between  and 𝐺̂. Therefore, relaxing the independence assumption by Eq. (6) to increase 
𝔼3 is necessary. Similarly, if 𝑚3() > 𝑚𝑤() for , one needs to increase 𝔼𝑤, and this can be numerically achieved by retaining the 
independence assumption by Eq. (2b).

4. Game-theoretic sparsification algorithms: with tolerance (GST) and with triangle-emphasis (GSTT)

Parchas et al. [19] proposed a sampling method based on game theory for uncertain graph sampling. It constitutes an exact potential 
game with convergence to a Nash equilibrium [32]. We adapt this framework to sparsification for two main reasons (see Section 1): 
(i) degree-based edge sampling [21,22] can be technically regarded as a special case of uncertain graph sampling; (ii) our objective 
generalizes the degree-based edge sampling. The convergence of the game-theoretic sampling allows us to include a tolerance threshold 
𝑇 for faster convergence (see Fig. 5 as an example).

In the context of sparsification, each edge 𝑒 = {𝑢, 𝑣} ∈ 𝐸 in a given  is modeled as a player involved in a strategic game. Each 
edge has the same binary strategies: 0 for removal and 1 for preservation. The objective of each edge is to make the current subgraph 
𝐺′ as close as possible to the desired subgraph 𝐺̂ by decreasing the distance of the current local properties of each node to their 
expectations, as given in Eq. (5). Therefore, there exists a global function Φ =

∑
𝑖∈𝑉 Δ𝑖

2,3,𝑤(𝐺
′) (same as Eq. (4)) to ensure that such 

a strategic game is also a potential game. Meanwhile, a change of the strategy of 𝑒 affects a limited number of nodes locally near 𝑒
in terms of their current local properties in 𝐺′ , since we consider in our objectives subgraphs with up to 3 nodes. Let the set of nodes 
affected by a strategy change of 𝑒 = (𝑢, 𝑣) be denoted by 𝐴(𝑒) ⊆ 𝑉 . If 𝑒 alters its strategy, the degrees of 𝑢 and 𝑣 change; the number 
of triangles and the number of non-closed wedges associated with them may change as well. Similar changes apply to the common 
neighbors of 𝑢 and 𝑣. Thus, 𝐴(𝑒) consists of 𝑢, 𝑣, and the common neighbors of 𝑢 and 𝑣 in 𝐺′. Consequently, each edge has its own 
cost function 𝐶𝑒 =

∑
𝑖∈𝐴(𝑒) Δ𝑖

2,3,𝑤(𝐺
′) to minimize.

When the gain in the individual cost induced by the strategy update of 𝑒 is reflected in the gain in the potential function, a 
potential game is called exact. Parchas et al. [19] have proved that their game-theoretic sampling method for uncertain graph sampling

constitutes an exact potential game. This still holds in our case, although we consider also non-closed wedges in our optimization 
objective. Suppose that the decision of 𝑒 changes the current 𝐺′ = (𝑉 , 𝐸′) into 𝐺′′ = (𝑉 , 𝐸′′); the gain 𝑔(𝑒) in the potential function 
6

Φ induced by a strategy change of 𝑒 is defined as (following Ref. [19]):
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Algorithm 1: Game-theoretic sparsification with tolerance (GST) and with triangle-emphasis (GSTT).

Input: An undirected and unweighted graph  = (𝑉 , 𝐸), a uniform and independent sampling probability 𝑝 ∈ (0, 1], and the tolerance threshold 𝑇 = 0.01.

Output: 𝐺∗ = (𝑉 , 𝐸∗)
// Stage I (The expected basic properties)

1 for 𝑖 ∈ 𝑉 do in parallel

2 Compute 𝑚𝑖

2(), 𝑚𝑖

3(), 𝑚𝑖
𝑤
(), 𝔼𝑖

2 , 𝔼𝑖

3 , and 𝔼𝑖
𝑤

based on Eqs. (1a), (1b), (1c), (2a), (2b) or (6), and (2c)

// Note that Eqs. (2b) and (6) yield GST and GSTT, respectively

// Stage II (Sparsification)
3 𝐺′ ← 

4 for 𝑖 ∈ 𝑉 do in parallel

5 𝑚𝑖

2(𝐺
′) ←𝑚𝑖

2(); 𝑚𝑖

3(𝐺
′) ←𝑚𝑖

3(); 𝑚𝑖
𝑤
(𝐺′) ←𝑚𝑖

𝑤
()

6 𝐿𝑛𝑒𝑤 ← 𝑉 ; 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙[|𝑉 |] ← 0; 𝑟 ← 0
7 repeat

8 𝐿 ←𝐿𝑛𝑒𝑤 ; 𝐿𝑛𝑒𝑤 ← ∅
9 for each 𝑒 = {𝑢, 𝑣} ∈𝐸 incident (in ) to a node in 𝐿 do

10 𝐴(𝑒) ← {𝑢} ∪ {𝑣} ∪ {𝑧 ∈ 𝑉 ∶ {𝑧, 𝑢} ∈𝐸′ ∧ {𝑧, 𝑣} ∈𝐸′}
11 Compute 𝑔′(𝑒) based on Eq. (9)

12 if 𝑔′(𝑒) > 0 then

13 if 𝑒 ∈𝐸′ then

14 𝐸′ ←𝐸′ ⧵ {𝑒}

15 else

16 𝐸′ ←𝐸′ ∪ {𝑒}

17 Update 𝑚𝑖

2(𝐺
′), 𝑚𝑖

3(𝐺
′), and 𝑚𝑖

𝑤
(𝐺′), based on 𝐺′

18 𝐿𝑛𝑒𝑤 ←𝐿𝑛𝑒𝑤 ∪𝐴(𝑒)

19 𝑟 ← 𝑟 + 1; 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙[𝑟] ← 1|𝑉 |Δ2,3,𝑤(𝐺′)
20 until 𝑟 ≥ 2 and 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙[𝑟 − 1] − 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙[𝑟] ≤ 𝑇

21 return 𝐺∗ ←𝐺′

𝑔(𝑒) ∶=
∑
𝑖∈𝑉

(Δ𝑖
2,3,𝑤(𝐺

′) − Δ𝑖
2,3,𝑤(𝐺

′′)), (8)

where 
∑

𝑖∈𝑉 Δ𝑖
2,3,𝑤(𝐺

′) is the potential of 𝑒 by retaining its current strategy, while 
∑

𝑖∈𝑉 Δ𝑖
2,3,𝑤(𝐺

′′) is the potential of 𝑒 by changing 
its strategy. A positive gain with 𝑔(𝑒) > 0 is desirable, because it means that 𝐺′′ is closer to our objective than the current subgraph 
𝐺′. Similarly, the gain in the cost function 𝐶𝑒 is:

𝑔′(𝑒) ∶=
∑

𝑖∈𝐴(𝑒)
(Δ𝑖

2,3,𝑤(𝐺
′) − Δ𝑖

2,3,𝑤(𝐺
′′)). (9)

Note that Eq. (8) is actually equivalent to Eq. (9) due to ∀𝑖 ∈ 𝑉 ⧵𝐴(𝑒): Δ𝑖
2,3,𝑤(𝐺

′) =Δ𝑖
2,3,𝑤(𝐺

′′); this equivalence ensures the existence 
of an exact potential game and allows for faster updates. The best-response dynamics – that each edge repeatedly changes its strategy 
(i.e., preservation or removal) to minimize its cost based on the decisions of all others – in the exact potential game guarantees the 
convergence to a Nash equilibrium [32]. That is, if the corresponding algorithm models this process, it will terminate.

We implement the game-theoretic sparsification framework with tolerance (GST) and further with triangle-emphasis (GSTT). 
Algorithm 1 presents the pseudocode of GST/GSTT, which models an exact potential game. The inputs include an undirected and 
unweighted graph  and two scalars, i.e., a uniform and independent sampling probability 𝑝 ∈ (0, 1] for sparsification and the tolerance 
threshold 𝑇 for early termination. Stage I (lines 1-2) computes the degrees of nodes, the number of triangles, the number of non-

closed wedges, and their expectations, based on  and 𝑝. The computations can be parallelized easily in several ways, since they 
need only local information. Stage II initializes the current subgraph 𝐺′ with  in line 3. The values 𝑚𝑖

2(𝐺
′), 𝑚𝑖

3(𝐺
′), and 𝑚𝑖

𝑤
(𝐺′)

in line 5 are therefore exactly the same as 𝑚𝑖
2(), 𝑚

𝑖
3(), and 𝑚𝑖

𝑤
(), respectively. 𝐿𝑛𝑒𝑤 represents the set of all affected nodes and 

is initialized with the entire set 𝑉 . We include another array 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙[|𝑉 |] for recording 1|𝑉 |Δ2,3,𝑤(𝐺′) during iterations. Starting 
from line 7, the algorithm proceeds in rounds. In each round, given an edge 𝑒 incident to a node in 𝐿, it first finds all nodes in 𝐺′

affected by the decision of 𝑒. That is, 𝐴(𝑒) includes 𝑢, 𝑣, and common neighbors of 𝑢 and 𝑣 in 𝐺′. Then, it computes 𝑔′(𝑒) induced by 
an assumed change in the state of 𝑒. If 𝑒 ∈ 𝐸′ and the removal of 𝑒 leads to a positive 𝑔(𝑒), then 𝑒 changes from 1 to 0. If 𝑒 ∉𝐸′ and 
the preservation of 𝑒 gives a positive 𝑔(𝑒), then 𝑒 switches from 0 to 1. An example is given in Fig. 2. The iteration stops when the 
gain progress is smaller than the threshold 𝑇 . Empirical studies on functional, observed real-world, and synthetic networks indicate 
that 𝑇 = 0.01 is a good choice in practice for faster convergence while maintaining the quality of the sparse subgraphs.

Time complexity. Regarding (sequential) time complexity, we note for Stage I that computing Eq. (2a) takes (|𝐸|) time. When 
computing triangles, we use a merge-based intersection operation between 𝑢 and each of its neighbors, since each node already 
has a sorted neighbor set. Computing Eq. (2b) therefore takes (𝑑𝑚𝑎𝑥|𝐸|) time in total, where 𝑑𝑚𝑎𝑥 = max{𝑚𝑖

2() ∶ 𝑖 ∈ 𝑉 } is the 
maximum degree in . (According to [37], an even tighter bound is (𝑎()|𝐸|), with 𝑎() being the arboricity of .) Computing the 
expected number of non-closed wedges 𝔼𝑖

𝑤
for each node by Eq. (2c) takes constant time. Hence, the total time complexity of Stage I is 
7

(𝑑𝑚𝑎𝑥|𝐸|). Stage II depends mostly on the time spent on the repeat-loop. Finding 𝐴(𝑒) involves a linear-time intersection operation 
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Fig. 2. An example of graph sparsification using GST2,3,𝑤 (see Table 1 and Section 4). (a) The given graph . (b) The given graph  with a uniform and independent 
sampling probability 𝑝 = 0.7. The table lists the degrees of nodes, the number of triangles and the number of non-closed wedges associated with nodes, and their 
expectations, based on  and 𝑝 (see Eqs. (1a), (1b), (1c), (2a), (2b), and (2c)). (c) After initializing 𝐺′ with  (see line 6 of Algorithm 1), GST2,3,𝑤 is considering at 
round 1 whether the edge 𝑒 = {𝐴, 𝐵} should still be preserved in 𝐺′. If 𝑒 retains its current strategy of preservation, the gain (or the distance from 𝐺′ to the overall 
expectation by Eq. (4)) is 5.958; if it chooses removal from 𝐺′ , yielding a new subgraph 𝐺′′ as (d), the gain becomes 4.107. The gain 𝑔(𝑒) = 5.958 − 4.107 = 1.851 is 
positive. Thus, 𝑒 is removed and the current subgraph 𝐺′ becomes (d).

with (𝑑𝑚𝑎𝑥) time each for two already sorted neighbor sets. For similar reasons as in Stage I, the for-loop takes (𝑑𝑚𝑎𝑥|𝐸|) time 
(per iteration of the repeat-loop). Stage II therefore needs (𝑟𝑑𝑚𝑎𝑥|𝐸|) in total, where 𝑟 is the number of iterations of the repeat-loop. 
Thus, in total, the time complexity of Algorithm 1 is (𝑟𝑑𝑚𝑎𝑥|𝐸|). We show in Section 5.2 how the tolerance threshold 𝑇 affects the 
empirical convergence positively. Moreover, we present in Section 5.4 the empirical average running times of the whole GST/GSTT.

Before moving forward to the next part, it is worth emphasizing two important points. First, we consider by default the preservation 
of all three expected local node properties in GST/GSTT, leading to algorithms GST2,3,𝑤/GSTT2,3,𝑤. Empirical studies still need to 
compare them with the case where the preservation of the expected number of non-closed wedges is not considered, i.e., GST2,3
and GSTT2,3. Second, we mentioned in Section 3.2 the case where the dependencies between edges in a triangle subgraph should be 
taken into account as GSTT. GSTT emphasizes the overall expected number of triangles, particularly for a given graph  with fewer 
triangles than non-closed wedges, i.e., 𝑚3() < 𝑚𝑤(). The asymptotic time complexity of GSTT matches that of GST; the empirical 
running time and the sparsification quality is investigated in the following section for all four proposed algorithmic variants: GST2,3 , 
GST2,3,𝑤, GSTT2,3, and GSTT2,3,𝑤.

5. Experimental evaluation

We assess the performance of our GST/GSTT framework by addressing the following questions in Sections 5.2, 5.3, and 5.4, 
respectively:

Q1: How well does a sparse 𝐺∗ graph generated by GST/GSTT preserve expected local properties?

Q2: How well does a sparse 𝐺∗ graph generated by GST/GSTT preserve expected non-local / complex properties?

Q3: What is the empirical running time of GST/GSTT? Can instances with a few million edges be processed in reasonable time?

5.1. Experimental settings

(1) Data sets. Extending the conference version of this paper, we consider more and a wider range of network data sets, including 
functional, observed real-world, and synthetic networks. All 27 networks are summarized in Table 2.

• Functional climate networks. Our interest in climate data is mainly driven by studies of complex climate phenomena using com-

plex networks during the last two decades [3]. The reconstructed functional climate networks can be large, especially when a 
high spatial resolution is considered. From Glo_ERA5SP to Glo_ERA5WVFVC, the first eight networks are reconstructed from 
daily ERA5 reanalysis data (available online1), within the June-July-August season from 1998 to 2019, with the global spatial 
resolution of 1◦ × 1◦. For these climate data, the functional network reconstruction process is adapted from Ref. [38] by viewing 
grid points as nodes and using Spearman’s correlation (which is applicable because the time series are smooth enough) as the 
similarity between time series. To define edges, we take pair-wise correlations with a significance level of 0.05 and keep only the 
entries from the highest 5% of the absolute values. The other two functional climate networks, i.e., Glo_TRMM and ASM_TRMM, 
use the observational data of global precipitation from the Tropical Rainfall Measuring Mission 3B42v6 product (TRMM).2 The 
reconstruction process for these two networks is the same as in Refs. [4,39].

• Observed real-world networks. From Chameleon to Twitch, the selected thirteen networks describe social, biological, and techno-

logical relationships and are available online from popular repositories.3,4

1 https://cds .climate .copernicus .eu/.
2 https://disc .gsfc .nasa .gov /datasets/.
3 http://snap .stanford .edu/.
8

4 https://networkrepository .com /index .php.

https://cds.climate.copernicus.eu/
https://disc.gsfc.nasa.gov/datasets/
http://snap.stanford.edu/
https://networkrepository.com/index.php
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Table 2

Characteristics of data sets.

Type Network Nodes (|𝑉 |) Edges (|𝐸|) |𝐸||𝑉 | Description

Functional 
climate 
networks

Glo_ERA5SP 7,320 593,736 81.11 Global surface pressure from ERA5 data

Glo_ERA5ST 7,320 882,102 120.51 Global surface temperature from ERA5

Glo_ERA5GPH 7,320 778,757 106.39 Global 250-hPa geopotential height from ERA5

Glo_ERA5OLR 7,320 422,724 57.75 Global outgoing long-wave radiation from ERA5

Glo_ERA5WUC 7,320 541,877 74.03 Global 250-hPa zonal wind from ERA5

Glo_ERA5WVC 7,320 340,725 46.55 Global 250-hPa meridional wind from ERA5

Glo_ERA5WVFUC 7,320 482,762 65.95 Zonal component of global 250-hPa vertically integrated 
water vapor flux from ERA5

Glo_ERA5WVFVC 7,320 344,020 47 Meridional component of global 250-hPa vertically 
integrated water vapor flux from ERA5

Glo_TRMM 36,000 2,139,214 59.42 Precipitation from TRMM data

ASM_TRMM 20,000 1,771,609 88.58 Precipitation from TRMM in Asian monsoon

Observed 
real-world 
networks

Chameleon 2,277 31,371 13.78 Wikipedia articles on chameleons

FBEgo 4,039 88,234 21.85 Social circles from Facebook

Crocodile 11,631 170,773 14.68 Wikipedia articles on crocodiles

HepPh 12,008 118,489 9.87 Collaboration on Arxiv High Energy Physics

AstroPh 18,772 198,050 10.55 Collaboration on Arxiv Astro Physics

ASI 34,761 107,720 3.1 Autonomous systems of the Internet

Enron 36,692 183,831 5.01 Email communication from Enron

Livemocha 104,103 2,193,083 21.07 Language learning community from Livemocha

Squirrel 5,201 198,353 38.14 Wikipedia articles on squirrels

Worm 16,347 762,822 46.66 Gene functional associations

Recmv 61,989 2,811,458 45.35 Ratings between users and movies

Catster 149,700 5,448,197 36.39 Friendships from Catster

Twitch 168,114 6,797,557 40.43 Mutual followers from Twitch

LFR networks

LFR𝜇=0.1 10,000 252,039 25.20 Synthetic benchmark

LFR𝜇=0.2 10,000 252,916 25.29 Synthetic benchmark

LFR𝜇=0.3 10,000 249,388 24.94 Synthetic benchmark

LFR𝜇=0.4 10,000 251,048 25.1 Synthetic benchmark

• LFR networks. The last four networks are synthetic, constructed with the Lancichinetti-Fortunato-Radicchi (LFR) benchmark [40]

implementation in NetworKit [41,42], a tool suite for network analysis on large-scale graphs. Parameters are given as follows: 
(i) power-law exponent for the degree distribution: 𝜏1 = −2; (ii) power-law exponent for the community size distribution: 𝜏2 =
−1; (iii) fraction of inter-community edges: 𝜇 ∈ {0.1, 0.2, 0.3, 0.4}; (iv) desired average and maximum degrees: 50 and 250, 
respectively; (v) minimum and maximum sizes of communities: 25 and 250, respectively.

(2) Baselines. We compare GST with five competing methods as baselines, which include two state-of-the-art and three well-

known sampling methods.

• Two state-of-the-art methods. The first one consists of two variants, which are in our context called GST2 and GSTT2. Both methods 
can be seen as part of our generic framework, but are based on Refs. [21,22] with the same optimization objectives used therein. 
Zeng et al. [21,22] studied preserving the expected degree of each node and adapted two approximate methods similar to those 
in uncertain graph sampling [19]. Parchas et al. [19] concluded that among all of the approximate methods they proposed, the 
game-theoretic sampling method generates better representative possible worlds for their use case. As mentioned, we directly 
adapt this framework for network sparsification. Note that GST2 and GSTT2 preserve only the expected degrees. Therefore, the 
first comparison (see Section 5.2) is between GST2/GSTT2 and our generalization GST2,3/GST2,3,𝑤/GSTT2,3/GSTT2,3,𝑤, where 
3 and 𝑤 denote triangles and non-closed wedges, respectively. The second competitor is proposed by Le [12]. The idea is to 
sample edges with probability inversely proportional to the number of common neighbors (CN) between two nodes. When the 
local connectivity defined in his work is sufficiently strong, the graphs sampled by CN show a strong spectral similarity to the 
original graph (i.e., regarding the Laplacian eigenvalue distribution).

• Three well-known methods. The other three competitors are the well-known sampling methods local degree (LD) [13], local Jaccard 
similarity (LJS) [14], and random edge (RE) [10] (see Section 5.3). We choose them due to their (mostly empirical) effectiveness in 
preserving the overall connectivity (by LD), community structure (by LJS), and eigenvalue distribution (by RE), as demonstrated 
previously for non-functional networks. They have been systematically compared by Hamann et al. [13] and implemented in
NetworKit [41,42].

(3) Evaluation metrics and procedure. For Q1, we analyze the extent to which the expected degree and the expected number 
of 3-node subgraphs associated with each node are preserved, even when bearing some loss due to the inclusion of the tolerance 
9

threshold 𝑇 in GST/GSTT. The four measures below are used in Section 5.2:
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Fig. 3. The workflow for Q2 (see Section 5.1). For each sampling probability 𝑝, Step 1 compares the similarity (regarding different properties) between the original 
given graph  and the generated sparse subgraph 𝐺∗ (see Fig. 6 as an example). Step 2 summarizes rankings among different methods over different properties and 𝑝
(see Figs. 7, 8, and 9). Step 3 computes the number of data sets for which different methods have relatively better ranking results based on Step 2, over the given 27 
networks (see Table 3).

• Node-wise distance distribution: 𝛿2,3,𝑤(𝐺∗) = {Δ𝑖
2,3,𝑤(𝐺

∗) ∶ 𝑖 ∈ 𝑉 } and 𝛿2,3(𝐺∗) = {Δ𝑖
2,3(𝐺

∗) ∶ 𝑖 ∈ 𝑉 }. Δ𝑖
2,3(𝐺

∗) ∶= 1
𝑚𝑖
2()

|𝑚𝑖
2(𝐺

′) −

𝔼𝑖
2| + 1

𝑚𝑖
3()

|𝑚𝑖
3(𝐺

′) − 𝔼𝑖
3| consider only the preservation of degrees and triangles in expectation. 𝛿2,3,𝑤(𝐺∗) and 𝛿2,3(𝐺∗) are 

both sequences of length |𝑉 | with each element representing the node-level distance (see Eq. (3) as an example). We visualize 
𝛿2,3,𝑤(𝐺∗) and 𝛿2,3(𝐺∗) using its distribution.

• Mean distance: 𝛿2,3,𝑤(𝐺∗) = 1|𝑉 |
∑

𝑖∈𝑉 Δ𝑖
2,3,𝑤(𝐺

∗) and 𝛿2,3(𝐺∗) = 1|𝑉 |
∑

𝑖∈𝑉 Δ𝑖
2,3(𝐺

∗).

• Convergence of mean distance: 𝛿2,3,𝑤(𝐺′) = 1|𝑉 |
∑

𝑖∈𝑉 Δ𝑖
2,3,𝑤(𝐺

′). This measure is designed for convergence analysis, since it uses 
the current 𝐺′ (at line 19 of Algorithm 1) instead of 𝐺∗.

• Cumulative time: total time spent until the current iteration (lines 7-19 in Algorithm 1), also for empirical convergence analysis.

Regarding Q2, a workflow is given in Fig. 3. The core consists of the graph similarity estimation, which assesses to what extent 
two graphs are similar. In our case, we consider the similarity between the generated sparse subgraph 𝐺∗ and the original graph  in 
terms of the following properties, which cover multiple levels (see Step 1 in Fig. 3): (i) macroscopic: the average clustering coefficient 
and largest connected component; (ii) mesoscopic: community structure and betweenness centrality; (iii) microscopic: degree and local 
clustering coefficient; (iv) spectral: eigenvalue distribution. These properties have been widely used in various network analysis tasks, 
including functional climate networks [38,39]. We assume that by preserving these important properties, other structural properties 
are also preserved to some extent, due to correlations between different properties [23,24]. Computing the exact betweenness values is, 
in practice, very expensive for the given original network . Therefore, we use the algorithm EstimateBetweenness [43] implemented 
in NetworKit [41,42]. Similarly, obtaining the full spectrum of a large graph is computationally prohibitive; therefore, we use 
the fast approximation techniques SLAQ_NetLSD (based on the heat kernel [44]) and SLAQ_VNGE (based on von Neumann Graph 
Entropy [45]) proposed by Tsitsulin et al. [46] to compute a low-dimensional representation of a graph. Measures used to estimate 
the similarity between the properties calculated from 𝐺∗ and  are (see Section 5.3):

• Average Deviation [13]: we analyze the deviation of the above-mentioned macroscopic properties in 𝐺∗ from those in , because 
these properties are single-valued representations.

• Average Adjusted rand index (ARI) [47]: this measure is particularly used for assessing the similarity between two clusterings 
computed for the final sparse network 𝐺∗ and the original network , respectively.

• Average Spearman’s rank correlation coefficient [13]: microscopic properties are node-wise representations, therefore similarities 
are estimated using correlation with a significance level of 𝑃 < 0.05. In particular, it is quite likely to have non-significant 
correlation coefficients, when the sampling probability 𝑝 decreases to a small value. For such cases, we set the correlation 
coefficients to be zero; we also avoid as much as possible a small 𝑝, especially for networks with a small average degree. In our 
empirical studies, different ranges of 𝑝 applied to different networks are given in Table 3.

• Average Euclidean distance [44,46]: this measure is also particularly used for the spectral distance comparison, as both 𝐺∗ and 
 are represented by low-dimensional vectors using SLAQ_NetLSD and SLAQ_VNGE. More importantly, the Euclidean distance 
takes into account the vectors’ magnitude, compared with cosine similarity.

The estimation process is as follows. Taking the comparison between GST2,3 and LD as an example, we first generate 10 sparse net-

works 𝐺∗ for a given , based on GST2,3. We choose 10 since all property similarity estimates show a small variance (see Section 5.3). 
Then, another 10 sparse networks, say LD𝐺∗ , are created by using LD with the preservation ratio of edges calculated based on the 
edge ratio between 𝐺∗ and . When estimating the similarity of the community structure, we apply the parallel Louvain method 
(PLM) [48] from NetworKit [41,42] to , 𝐺∗, and LD𝐺∗ , respectively. We then compute the ARI between the highest-quality (out 
of 100 repeated runs of PLM) community structures obtained from  and each 𝐺∗; the same process is applied to  and each LD𝐺∗ .

One can notice that it is difficult for one edge sampling method to outperform all the others for all these similarity estimations 
on macroscopic, mesoscopic, and microscopic structural properties. Leskovec and Faloutsos [49] evaluate different algorithms based 
on different data sets and different evaluation criteria. Partially motivated by their evaluation, we need additional measures to 
summarize the performance over all of the similarity estimations, instead of checking them one by one (see Step 2 and Step 3 in Fig. 3
10

and Section 5.3):
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Fig. 4. Node-wise distance distribution (left 𝑦-axis, 𝛿2,3,𝑤(𝐺∗)) and mean distance (right 𝑦-axis, 𝛿2,3,𝑤(𝐺∗)) of the final sparse subgraph 𝐺∗ to the desired one 𝐺̂, for 
Glo_ERA5SP (an example of functional climate networks). On the 𝑥-axis are different algorithmic variants under our proposed sparsification framework. Boxplots show 
how close 0%, 25%, 50%, 75%, and 95% nodes are to their expected local properties. The suffixes of GST/GSTT represent the local properties chosen to be preserved, 
with ‘2’, ‘3’, and ‘𝑤’ for degrees, triangles, and non-closed wedges, respectively. The first row is for GST: (a) GST with 𝑝 = 0.4, 𝑇 = 0; (b) GST with 𝑝 = 0.4, 𝑇 = 0.01; 
(e) GST with 𝑝 = 0.9, 𝑇 = 0; (f) GST with 𝑝 = 0.9, 𝑇 = 0.01. The second row is for GSTT: (c) GSTT with 𝑝 = 0.4, 𝑇 = 0; (d) GSTT with 𝑝 = 0.4, 𝑇 = 0.01; (g) GSTT with 
𝑝 = 0.9, 𝑇 = 0; (h) GSTT with 𝑝 = 0.9, 𝑇 = 0.01. Figures (a), (b), (e), and (f) produce a sparser structure due to a smaller sampling probability 𝑝. These plots illustrate 
the benefit of preserving both the expected degree of each node and the expected number of 3-node subgraphs associated with each node. The hatches indicate the 
respective best scenarios.

Fig. 5. Convergence of mean distance (left 𝑦-axis, 𝛿2,3(𝐺′) and 𝛿2,3,𝑤(𝐺′)) and cumulative time (right 𝑦-axis) of GST/GSTT, versus the number of iterations 𝑟, for 
Glo_ERA5SP (an example of functional climate networks). Only GST2,3 and GST2,3,𝑤 are given here since Fig. 4 confirms the better performance when 3-node subgraphs 
(i.e., triangles and non-closed wedges) are considered for preservation. The first row is for GST: (a) GST2,3 with 𝑝 = 0.4; (b) GST2,3 with 𝑝 = 0.9; (e) GST2,3,𝑤 with 
𝑝 = 0.4; (f) GST2,3,𝑤 with 𝑝 = 0.9. The second row is for GSTT: (c) GSTT2,3 with 𝑝 = 0.4; (d) GSTT2,3 with 𝑝 = 0.9; (g) GSTT2,3,𝑤 with 𝑝 = 0.4; (h) GSTT2,3,𝑤 with 𝑝 = 0.9. 
This figure illustrates the effect of the tolerance threshold 𝑇 = 0.01: it leads to faster convergence (at least 4×, the last blue solid triangle) of GST/GSTT, while nearly 
retaining the quality of the sparse subgraph obtained with 𝑇 = 0 (the last black solid circle).

• Ranking distribution: for each given sampling probability 𝑝, each similarity estimation gives a ranking among GST/GSTT, LD, 
LJS, RE, and CN, from 1 to 5. For each sampling method, we aggregate all rankings over different 𝑝 and over different similarity 
estimations on macro-, meso-, and microscopic structural properties. Then, we visualize its ranking distribution for further ranking 
comparison. The same empirical ranges of 𝑝 as used for the “average Spearman rank correlation coefficient” evaluation above 
are applied here (also see Table 3).

• Mean ranking: the mean of all rankings of each method.

• Mann-Whitney U test: The mean ranking is not sufficient to compare the final performance of the five methods, due to the 
large standard deviation within the ranking distribution. Therefore, instead of directly choosing the one with the smallest mean 
ranking, we use this U test to classify the five sampling methods (i.e., GST/GSTT, LD, LJS, RE, and CN) into two categories: 
Group I has better performance, Group II performs worse in comparison. In particular, methods in the two groups satisfy the 
following conditions: (1) methods in Group I have the same cumulative distribution functions (CDFs) in terms of rankings, given 
the significance threshold of 0.1; (2) there is at least one method (in Group I) whose CDF is stochastically larger than the CDF of 
any method in Group II, given the significance threshold of 0.05. Using this test, we can see from empirical studies that Group I 
also includes the method with the smallest mean ranking, i.e., the best one on average.

For Q3, to provide an unbiased comparison between GST/GSTT, LD, LJS, RE, and CN (see Section 5.4), we choose a single-threaded 
environment without parallelism. We first average the running time over 10 runs (sufficient due to small variance) for each given 
sampling probability 𝑝. Then, by averaging again over different 𝑝 (see Table 3), we compare the final computational cost for each 
given graph (see Section 5.4).

5.2. Basic property preservation

We show in detail the distribution of 𝛿2,3,𝑤(𝐺∗) using boxplots and 𝛿2,3,𝑤(𝐺∗) for Glo_ERA5SP (Fig. 4 in the main text), Chameleon 
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(Fig. S1 in the Supplementary Material), and LFR𝜇=0.1 (Fig. S2 in the Supplementary Material), as examples from functional cli-
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Fig. 6. Comparisons of GST2,3 , LD, LJS, RE, and CN in preserving eight structural properties, for Glo_ERA5SP (an example of functional climate networks). Each 
sampling probability 𝑝 on the x-axis is attached with the exact ratio of preserved edges in brackets. The GST2,3 is highlighted in red. This figure indicates that there is 
no single method that performs better for all of these structural similarity estimations.

mate, observed real-world, and LFR networks. The results for the other networks are similar. The methods with comparably better 
preservation are highlighted with hatches, all of which involve the preservation of 3-node subgraphs (i.e., triangles and non-closed 
wedges) for both GST and GSTT. Regarding Q1, we conclude that preserving both the expected degrees and the expected num-

ber of 3-node subgraphs (i.e., GST2,3/GST2,3,𝑤/GSTT2,3/GSTT2,3,𝑤) generates sparse structures closer to the expectation than only 
considering degrees (i.e., GST2/GSTT2). This fact holds even when the tolerance is set to 𝑇 > 0. From here on we focus only on 
GST2,3/GST2,3,𝑤/GSTT2,3/GSTT2,3,𝑤.

Similarly, for the convergence and cumulative time of GST/GSTT, we also show the results for Glo_ERA5SP (Fig. 5 in the main 
text), Chameleon (Fig. S3 in the Supplementary Material), and LFR𝜇=0.1 (Fig. S4 in the Supplementary Material) as examples. Results 
for the other data sets are again similar to them. When the tolerance parameter is provided (in our case 𝑇 = 0.01), the convergence 
of 𝛿2,3,𝑤(𝐺′) first strictly follows the convergence trajectories with 𝑇 = 0, as to be expected, and then stops due to early termination. 
The final running times of GST2,3(𝑇 = 0.01) and GST2,3,𝑤(𝑇 = 0.01) (the last blue solid triangle) are at least 4 times faster than those 
of GST2,3(𝑇 = 0) and GST2,3,𝑤(𝑇 = 0) (the last blue hollow triangle), respectively. More importantly, the quality of the respective 
final sparse structure with 𝑇 = 0.01 (the last black solid circles) is still quite close to those of 𝑇 = 0 (the last black hollow circles). 
Similar fast convergence can also be observed for GSTT2,3(𝑇 = 0.01) and GSTT2,3,𝑤(𝑇 = 0.01). Therefore, we use 𝑇 = 0.01 as default 
value for the following experimental analyses.

5.3. Complex property preservation

As for structural property preservation, how to compare similarity estimates obtained from different structural similarity estima-

tions is not obvious, as mentioned in Section 5.1. We give such a similarity estimation result for Glo_ERA5SP in the main text (see 
Fig. 6) and similar examples for both observed real-world and LFR networks as Figs. S5 and S6 in the Supplementary Material. For a 
comprehensive view, we focus on overall rankings in Fig. 7.

As we can see from Fig. 6, GST2,3 is quite good at preserving degrees (see Fig. 6(e)), which can be expected due to the explicit 
preservation of expected degrees. Although Hamann et al. [13] concluded that LD is best for preserving the overall connectivity 
of a network, we see here from Figs. 6(a) and 6(b) that LJS is even better. This is likely due to different network structures in 
different domains. They use mostly social networks, while here, Glo_ERA5SP is an instance of the functional climate networks. 
Another noteworthy point is that for a given sampling probability 𝑝, only the similarity estimates of the community structure show 
a slightly observable variance, while for other estimates, the variance is not visible. This suggests the stability of all these sampling 
methods applicable to practical scenarios. Still, comparing different structural similarity estimates in Fig. 6 is not conclusive due 
to the diverse performance of the different methods. We thus summarize Fig. 6 in Fig. 7A(a) by using their rankings. For example, 
in Fig. 6(e), when 𝑝 = 0.1, the ranking among GST2,3, LD, LJS, RE, and CN is {1, 4, 2, 3, 5}; by enumerating all structural similarity 
estimations in Fig. 6 over different 𝑝, we obtain for each method its ranking results.

Finally, the summarized rankings are presented in Figs. 7, 8, and 9 for functional climate, observed real-world, and LFR networks, 
respectively. Methods with better relative performance are shown with hatches using the Mann-Whitney U test. We aim to provide 
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a generic sampling method. Therefore, only those algorithmic variants which show consistently better performance in a larger set 
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Table 3

Summary of the performance of the sampling methods based on ranking distributions in Figs. 7, 8, and 9. Entries marked with ✓ represent methods with relatively 
better performance.

Type Network Sampling probability (𝑝)∗ GST2,3 GSTT2,3,𝑤 LD LJS RE CN Reference

Functional 
climate 
networks

Glo_ERA5SP {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ ✓ ✓ Fig. 7A(a)

Glo_ERA5ST {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ ✓ ✓ Fig. 7A(c)

Glo_ERA5GPH {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ ✓ ✓ Fig. 7A(e)

Glo_ERA5OLR {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ ✓ Fig. 7A(g)

Glo_ERA5WUC {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ Fig. 7A(i)

Glo_ERA5WVC {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ ✓ Fig. 7A(k)

Glo_ERA5WVFUC {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ Fig. 7A(m)

Glo_ERA5WVFVC {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ Fig. 7A(o)

Glo_TRMM {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ Fig. 7B(r)

ASM_TRMM {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ Fig. 7B(t)

Observed 
real-world 
networks

Chameleon {0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ Fig. 8B(b)

FBEgo {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ Fig. 8B(d)

Crocodile {0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ Fig. 8B(f)

HepPh {0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ Fig. 8B(h)

AstroPh {0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ ✓ Fig. 8B(j)

ASI {0.7, 0.8, 0.9} ✓ ✓ ✓ ✓ Fig. 8B(l)

Enron {0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ ✓ ✓ Fig. 8B(n)

Livemocha {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ Fig. 8B(p)

Squirrel {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ Fig. 8B(r)

Worm {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ ✓ Fig. 8B(t)

Recmv {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ ✓ ✓ Fig. 8B(v)

Catster {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ ✓ Fig. 8B(x)

Twitch {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ Fig. 8B(z)

LFR networks

LFR𝜇=0.1 {0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ Fig. 9B(b)

LFR𝜇=0.2 {0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ ✓ Fig. 9B(d)

LFR𝜇=0.3 {0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ Fig. 9B(f)

LFR𝜇=0.4 {0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} ✓ Fig. 9B(h)

Summary GST2,3 + GSTT2,3,𝑤 =
24
27

15
27

8
27

13
27

5
27

∗The only sampling parameter whose range is empirically selected to avoid non-significant correlations.

of networks are summarized in Table 3. GST2,3 works well in both functional climate and LFR networks (see Figs. 7A and 9A). 
For GSTT2,3,𝑤, a consistently better performance in terms of solution quality is observable in the table from Glo_TRMM down to 
LFR𝜇=0.4, with the exception of Chameleon, HepPh, and Squirrel (also see Figs. 7B, 8B, and 9B). The performance of GSTT2,3,𝑤 is 
comparable with that of GST2,3 in Glo_TRMM, AS_TRMM, and LFR networks. According to the final shooting scores in Table 3, our 
proposed method (seen as the union of its two variants GST2,3 and GSTT2,3,𝑤) outperforms the probability-based and filtering-based 
approaches LD, LJS, RE, and CN; that is, in 24 out of 27 network instances, our proposed method belongs to Group I and has relatively 
better performance. This answers Q2: preserving both expected degrees and 3-node subgraphs yields a sparse subgraph that better 
preserves complex properties overall. How to choose between GST2,3/GSTT2,3,𝑤 for sampling an unknown given graph is discussed 
in Section 6.

5.4. Running times

To answer Q3, we compare the running times of GSTT2,3,𝑤 , LD, LJS, RE, and CN in Fig. 10. According to Table 3, GSTT2,3,𝑤
yields the best solution quality, particularly in observed real-world networks. It is also the most time-consuming method, due to the 
preservation of the expected degrees, the expected number of triangles, and the expected number of non-closed wedges associated with 
nodes. The running time of GSTT2,3,𝑤 thus acts as an upper bound. For a fair comparison, the estimation process is as follows (taking 
 = Glo_ERA5SP as an example): for each given sampling probability 𝑝, we calculate the average running time when generating 
10 sparse subgraphs 𝐺∗. The edge ratio between 𝐺∗ and  is then used to initialize LD, LJS, RE, and CN, further to obtain their 
corresponding running times.

According to Ref. [13], the running times of LD and LJS are slightly slower than RE, which only takes linear time in the number of 
edges. For GSTT2,3,𝑤, it depends on the number of iterations 𝑟 in Stage II, even with the tolerance 𝑇 included for early termination. 
In Fig. 10, GSTT2,3,𝑤 is roughly 18, 16, 148, and 34 times slower than LD, LJS, RE, and CN, respectively. As for GST2,3 , it is slightly 
faster than GSTTT2,3,𝑤, with roughly 16, 14, 129, and 28 times slower than LD, LJS, RE, and CN, respectively. Nonetheless, even in 
the most time-consuming scenario, our proposed method is still applicable to large-scale networks with a few million edges.

6. On the selection of GST𝟐,𝟑/GSTT𝟐,𝟑,𝒘

Although our framework with GST2,3/GSTT2,3,𝑤 outperforms LD, LJS, RE, and CN, it remains unclear how to choose the most 
13

appropriate algorithm configuration in practice for a given unseen graph. In Table 3, the performance of GST2,3 dominates from 
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Fig. 7. Ranking comparison of GST2,3/GST2,3,𝑤/GSTT2,3/GSTT2,3,𝑤 , LD, LJS, RE, and CN, for functional climate networks. Each ranking distribution is summarized 
over eight structural similarity estimations and over different 𝑝 (see Fig. 7A(a) as a summarization example for Fig. 6). The considered different sampling probabilities 
are given in Table 3. For each network, the relatively better sampling methods are highlighted with hatches using the Mann-Whitney U test (see Section 5.1). This 
figure indicates that the overall performance of GST2,3/GST2,3,𝑤 by preserving both expected degrees and expected 3-node subgraphs is better than LD, LJS, RE, and 
CN.

Glo_ERA5SP to Glo_ERA5WVFVC, while from Glo_TRMM down to LFR𝜇=0.4 (except Chameleon, HepPh, and Squirrel), GSTT2,3,𝑤
works consistently well. Finding the graph characteristics that can help with a decision between GST2,3 and GSTT2,3,𝑤 touches the 
problem of network representation. In this regard, different network properties are also often considered, in both functional climate 
and observed real-world networks [38,39]. In our case, network properties that can be computed quickly, especially with access to 
only local information, are preferable. We use such network properties as prior knowledge for the selection of GST2,3 and GSTT2,3,𝑤.

Recall that by relaxing the independence assumption, GSTT emphasizes the overall expected number of triangles 𝔼3 to be preserved 
in the sparse subgraph 𝐺∗; consequently, the overall expected number of non-closed wedges 𝔼𝑖

𝑤
is decreased according to Eq. (2c). 

We have assumed in Section 3.2 that for a given graph  with fewer triangles than non-closed wedges, GSTT can avoid a rapid 
decline of 𝔼3. Therefore, we expect that networks from Glo_TRMM down to LFR𝜇=0.4 (except Chameleon, HepPh, and Squirrel) 
14

satisfy 𝑚3() < 𝑚𝑤(). For this, we define first the node-level difference between triangles and non-closed wedges of  as:
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Fig. 8. Same as Fig. 7, but for observed real-world networks.
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Fig. 9. Same as Fig. 7, but for LFR networks.

Fig. 10. The running times of GSTT2,3,𝑤 (based on Table 3), LD, LJS, RE, and CN, versus 𝑑𝑚𝑎𝑥|𝐸| of 27 networks. GSTT2,3,𝑤 is the scenario consuming the most time as 
it preserves all of the expected local node properties, i.e., degrees, triangles, and non-closed wedges. This figure indicates that our method can be applied to large-scale 
networks even in the most time-consuming scenario of GSTT2,3,𝑤 .

Fig. 11. Network measures for distinguishing 24 out of 27 data sets (without Chameleon, HepPh, and Squirrel) into two groups. Solid blue points are the data sets 
where our proposed methods show better performance based on Table 3. (a) Graph-level difference between triangles and non-closed wedges 𝜎() by Eq. (11). (b) 
Tri-wedge assortativity 𝑟𝜎 () by Eq. (12). This figure indicates that 𝑟𝜎 () can be a quantitative measure for selecting GST2,3 and GSTT2,3,𝑤 for an unknown graph.

𝜎𝑖() ∶=𝑚𝑖
3() −𝑚𝑖

𝑤
() (10)

Then the graph-level difference between triangles and non-closed wedges is:

𝜎() ∶= 1|𝑉 |
∑
𝑖∈𝑉

𝜎𝑖() (11)

In Fig. 11(a), 𝜎() > 0 holds from Glo_ERA5SP to Glo_ERA5WVFVC, where GST2,3 shows better performance. Also, the reverse 
observation 𝜎() < 0 can be made for most networks where GST2,3,𝑤 performs better. Still, an exception occurs in the FBEgo network 
16

due to 𝜎() > 0 in Fig. 11(a). One possible reason for this is that 𝜎() captures only local structure information without considering 
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the larger connectivity pattern of a given graph . Therefore, we further define the following measure tri-wedge assortativity, based 
on the definition of degree assortativity [50]:

𝑟𝜎() ∶=
∑|𝐸|

1 (𝑌𝑖 − 𝑌 )(𝑍𝑖 −𝑍)√∑|𝐸|
1 (𝑌𝑖 − 𝑌 )2

√∑|𝐸|
1 (𝑍𝑖 −𝑍)2

(12)

𝑟𝜎() ∈ [−1, 1] is essentially the Pearson correlation coefficient and is numerically computed by simply replacing the sequences (i.e., 𝑌
and 𝑍) of degree with that of 𝜎𝑖(). In Fig. 11(b), 𝑟𝜎 () distinguishes 24 data sets (without Chameleon, HepPh, and Squirrel) into two 
groups, which are exactly in line with the performance of GST2,3 and GSTT2,3,𝑤 in Table 3. A higher tri-wedge assortativity indicates 
that nodes with more triangles than non-closed wedges (or those with fewer triangles than non-closed wedges, respectively) tend to 
connect with each other. For such a graph, our suggestion is to use GST2,3 for sparsification. If  tends to be lower assortative or 
even disassortative according to Eq. (12), we suggest to use GSTT2,3,𝑤. From a computational viewpoint, 𝑟𝜎 () requires the number 
of triangles 𝑚𝑖

3() and the number of non-closed wedges 𝑚𝑖
𝑤
() associated with a node 𝑖. Thus, the computation of 𝑟𝜎 () can be 

combined with Stage I of Algorithm 1 at very little extra cost. The tri-wedge assortativity and its analysis constitutes the third 
highlighted extension of this paper (see Section 1.1).

7. Conclusion

In summary, we proposed a generalized node-focused edge sampling framework for network sparsification. By preserving the 
expected degrees, the expected number of triangles, and the expected non-closed wedges associated with nodes, complex properties 
are preserved in the generated sparse subgraph in a self-organized way. Our proposed framework with two algorithmic variants, i.e.,

GST2,3 and GSTT2,3,𝑤, generates sparse subgraphs that preserve the overall similarity to the given graph in a considerably better 
way. Extensive empirical studies verify its better average performance on functional climate, observed real-world, and synthetic LFR 
networks. We further proposed a network measure, i.e., tri-wedge assortativity, which is very effective in guiding the selection between

GST2,3 and GSTT2,3,𝑤.

Regarding future work, one may consider more efficient strategies in refining this node-focused sparsification framework, since our 
proposed strategy in Section 3.3 is a conservative option. Meanwhile, for practical application purposes, it is also worth investigating 
how to derive potentially suitable sparsification ratios in advance. An undesired sparsification ratio can lead to too much loss of graph 
information, and therefore, it should avoided. Besides, whether this sparsification framework works well in weighted graphs is yet to 
be answered.
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