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A B S T R A C T   

Crop phenology models are pivotal for simulating crop development, predicting yields and guiding agricultural 
practices. However, uncertainties exist in simulations due to different model structures and variability in model 
parameters. Although quantifying these contributions to total variability is often conducted at a site-specific 
level, few attempts to address this for regional crop modelling using field-calibrated parameters. Our study 
employs six crop phenology models (APSIM, CERES, GDD, Richardson, Sigmoid and Wang) for simulating 
maturity timings of three representative rice cultivars using trial data within the Sichuan Basin, China. The 
Leave-One-Out Cross-Validation (LOOCV) is applied for model calibration with a global parameter optimization 
algorithm and evaluation. Calibrated models show robust prediction capabilities during LOOCV with R2 of 
0.68–0.95 and RMSE of 2–4 days, though a larger variance is found for evaluation data than for calibration data. 
Models calibrated with data from sites having frequent high-temperature (Tmax≥32 ◦C) episodes tend to have 
better predictability than without high-temperature episodes. Parameter variability, calibrated with different 
subsets of each cultivar during LOOCV, is low-to-moderate (mostly CV≤20 %) except for the Sigmoid modeĺs 
curve steepness parameter. For the early-maturity cultivar, parameter variability is spatially the main uncer
tainty factor, relating to its greater variability of site-specific calibrated parameter values. For the medium- 
maturity and late-maturity cultivars, the dominant uncertainty source arises from the interplay between 
model structures and parameters. Parameter variability notably influences the overall uncertainty more than the 
model structure variability across the region, except in areas prone to high-temperature extremes where 
divergent model responses predominate. These findings highlight the cultivar-specific nature of simulation un
certainty, but also the critical need to assess the spatial distribution of uncertainty sources. For parameter un
certainty, a broader conceptualization is essential for more accurate quantifications of uncertainty sources, 
paving the way for improved ensemble crop modelling, especially at a large spatial scale.   
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1. Introduction 

Rice (Oryza sativa L.) is a staple food crop for more than half of the 
world’s population (Prasad et al., 2017). Accurate prediction of the 
timing of rice maturity is crucial as it is a key phenology stage to 
determine the yield and its quality. Timely and accurately prediction of 
rice maturity can aid farmers in adapting and optimizing harvest man
agement, such as properly organizing manpower, hence contributing to 
increased production efficiency and profitability. However, with 
ongoing climate change, it becomes increasingly complex, due to the 
difficulties to adequately describe crop development facing stronger 
climatic variability and more frequent weather extremes (IPCC, 2022). 
Thus, understanding the key drivers influencing maturity predictions 
under varying climatic conditions is essential. 

Crop phenology models are valuable tools for simulating and fore
casting crop development stages from sowing to maturity (Wallach 
et al., 2017; Zhang et al., 2017; Gao et al., 2020; Kawakita et al., 2020). 
These models describe crop development mainly as a function of tem
perature, photoperiod and vernalization effects (Gao et al., 1992; Bou
man et al., 2001; Jones et al., 2003; Brisson et al., 2009; Liu et al., 2019). 
There are also other factors that can affect crop development, such as 
drought stress, but this is rarely considered (Brisson et al., 2009). 
Despite the critical role of temperature in driving phenology develop
ment, there is a considerable variability in the temperature response 
functions among phenology models, leading to uncertainties in model 
structures when simulating a target phenology stage (Zhang et al., 2017; 
Zhang and Tao, 2019; Kawakita et al., 2020; Yang et al., 2023b). Some 
models adopt the linear temperature accumulation function, such as the 
Growing Degree Days (GDD) approach (Arlo Richardson et al., 1974; 
Bonhomme, 2000). Other models express the temperature effects by 
exponential (Hänninen, 1990) or curvilinear functions (Wang and Engel, 
1998). Others, such as CERES (Ritchie and Otter, 1985; Ritchie et al., 
1998) and ORYZA2000 (Bouman et al., 2001), incorporate an hourly 
temperature interpolation scheme when calculating the phasic devel
opment (Wallach et al., 2017; Ceglar et al., 2019). The choice of the 
appropriate model often depends on the purpose of the study, the target 
region, the varieties simulated and available computational resources. 
To address the model structural variability, multi-model ensembles have 
been frequently adopted, to gain insights for reducing variability in 
simulations between models and improve the reliability of predictions 
(Wallach et al., 2021a, 2021b; Zheng and Zhang, 2023). The 
multi-model ensemble median or mean often outperforms individual 
models or achieves comparable accuracy to the best single model (Rötter 
et al., 2018; Wallach et al., 2021b). 

Parameter uncertainty in crop model simulations is another critical 
aspect. Parameter uncertainty can be defined as the uncertainty in 
calibrated parameter values that could not be able to minimize the er
rors between observations and predictions (Seidel et al., 2018). This can 
be partly due to the lack of an established calibration methodology with 
detailed and standard procedures to guide model users (Wallach et al., 
2021c). Because different choices of parameter optimization algorithms 
and objective functions, as well as the assumption for parameter dis
tribution, can all lead to a considerable variability in obtained param
eter values (Gao et al., 2020; Wallach et al., 2021c, 2023a). In particular, 
it is essential to have a robust and effective optimization algorithm 
capable of finding the optimal parameter values given the observed data 
for calibration (Seidel et al., 2018). Additionally, insufficient data or 
limited representativeness of calibration data for a target population can 
also contribute significantly to the parameter uncertainty (Kersebaum 
et al., 2015; Montesino-San Martin et al., 2018; Seidel et al., 2018; 
Wallach et al., 2021a). Calibration typically relies on limited sample 
data and uncertainties exist on whether the model fitting to calibration 
data (goodness-of-fit) is indicative of the modeĺs predictive performance 
in new and different situations (out-of-sample predictions) (Wallach 
et al., 2017, 2021a, 2021b, 2021c). Ideally, while assuming the same 
optimization algorithm or calibration approach in general, the estimated 

model parameters and prediction performance should be consistent or 
marginally different when using different data subsets of the same 
cultivar from multiple site × year combinations for calibration. How
ever, this is often not the case. Again, this can be potentially due to 
limited representativeness of data subsets, as the optimal site × year 
combinations of a given cultivar is situation-dependent. Besides, the fact 
that no model can exhaustively take into account all explanatory vari
ables affecting crop development and growth, can be another cause 
(Montesino-San Martin et al., 2018; Seidel et al., 2018; Kawakita et al., 
2020). Indeed, parameter uncertainty is intricately linked with the 
model structural uncertainty. To address the parameter uncertainty 
resulting from the uncertainty in cultivar-specific observations for cali
bration, the cross-validation technique can be employed, as it allows 
iterative trainings and evaluations of models across varied data subsets, 
thereby quantifying parameter and associated prediction uncertainties 
in relation to different observation subsets for a given crop cultivar. 

Identifying the dominant source of uncertainty in model simulations, 
whether due to model structure or parameter, is a critical research di
rection within the crop modeling community (Asseng et al., 2013; 
Wallach et al., 2017; Zhang et al., 2017; Tao et al., 2018; Kawakita et al., 
2020). This identification is key to directing model improvements and 
reducing simulation uncertainties. It can be achieved through experi
ments to improve model equations to reduce the structural uncertainty 
or more effective use of existing data (and more and better data) in the 
calibration procedure to minimize parameter uncertainty (Seidel et al., 
2018). Such advancements could lead to more accurate and robust 
simulation outputs. In rice phenology simulations, model structural 
uncertainties often outweigh parameter uncertainties (Wallach et al., 
2017; Zhang et al., 2017). However, these studieś definition of param
eter uncertainty does not consider the potential variability in parameter 
values due to different data subsets of a given cultivar used for cali
bration. Furthermore, previous studies primarily focused on decom
posing total simulation variance at the site-specific scale (Asseng et al., 
2013; Wallach et al., 2017, 2021b; Zhang et al., 2017; Tao et al., 2018; 
Kawakita et al., 2020; Wang et al., 2020), with few attempts to identify 
the main uncertainty factor affecting regional-scale simulations. Iden
tifying the dominant source of uncertainty at regional-scale is crucial, as 
it is a fundamental step towards more accurate regional crop modelling, 
which then can lead to improved decision-makings and agricultural 
policy formulations for a specific production region. 

In this study, six phenology models of varying complexity in tem
perature response functions are calibrated and evaluated for simulations 
of the maturity timings of three representative rice cultivars in the 
Sichuan Basin, southwest China. Observed data from multiple sites over 
2017–2022 was measured and collected for each cultivar to capture 
their spatial-temporal distribution within the region. A cross-validation 
technique, coupled with a global parameter optimization algorithm, was 
adopted in a multi-model framework. Our objectives are twofold: 1) to 
estimate parameter uncertainties and evaluate the predictive perfor
mance of calibrated models across different sites for each cultivar; 2) to 
identify the dominant source of uncertainty in simulating the maturity 
timings of representative cultivars for main rice production area of 
Sichuan Basin, based on the ensemble model simulations with obtained 
site-specific parameterizations. 

2. Material and methods 

2.1. Study region and data collection 

2.1.1. Characteristics of the study region 
The study was conducted within the Sichuan Basin, located in 

southwest China (Fig. 1). The region has a subtropical humid climate 
with an annual mean temperature between 14 and 19 ◦C. The cumula
tive daily mean temperature (≥10 ◦C) throughout the year ranges from 
4200 ◦C to 6100 ◦C (Shao et al., 2012). Due to its favorable agro-climatic 
conditions and abundant resources, the Sichuan Basin has been a 
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significant rice production area in China for a long time. The spatial 
distribution of major paddy rice areas has been identified (Fig. 1), which 
was derived from high-resolution (10 m) rice maps during 2017–2022 
(Shen et al., 2023). 

2.1.2. Cultivar data 
This study incorporated data from three Control-Check (CK) refer

ence rice cultivars, selected from regional rice cultivar trials of Sichuan 
province. These included ChuanZuoYou8727, FuYou838 and YiX
iangYou2115, representing early-maturity, medium-maturity and late- 
maturity cultivar type, respectively. Among them, YiXiangYou2115 
had extensive cultivations, covering more than a million hectares. The 
geographic distribution of trial sites for each maturity type is depicted in 

Fig. 1. These trials (with three replicates), conducted from 2017 to 2022, 
encompassed locations with a diverse range of environmental condi
tions. Table 1 provides detailed information on the number of trial sites 
per maturity type, site names (20 unique sites), geographic coordinates, 
altitudes and the availability of site-specific data. In general, the rather 
short time span of the data was compensated by a high number of trial 
sites, hence the total amount of data was comparable to those for other 
crop phenology modelling studies (Wallach et al., 2017, 2023b; Gao 
et al., 2020; Kawakita et al., 2020). 

For each trial site, we measured and collected data on heading and 
maturity stages. The heading stage was defined as the date when 50 % of 
panicles emerged from the boot, while the physiological maturity was 
defined as the date on which grains attain their maximum dry weight 

Fig. 1. Geographic distribution of regional trial sites for CK (Control-Check) rice cultivars from early-maturity type (ChuanZuoYou8727), medium-maturity type 
(FuYou838) and late-maturity type (YiXiangYou2115) during 2017—2022 in Sichuan province (main rice production area is also shown). The same site for both 
early- and medium-maturity types or both medium- and late-maturity types is denoted. Note the individual grid cell of main rice area corresponds to that with ≥25 % 
of land use for growing rice crop. 

Table 1 
Study sites for associated rice cultivar maturity types  

Sites number Sites name Longitude (E) Latitude (N) Altitude (m) Data available years Rice cultivar maturity type (cultivar name) 

site1 chongzhou1 103.65 30.53 504 2017–2022 

Early-maturity type (ChuanZuoYou8727) 
site2 jiangyou 104.81 31.71 586 2017–2022 
site3 pengzhou 104.09 30.95 515 2017–2019, 2021 
site4 shifang 104.10 31.14 550 2017–2020 
site5 xindu 104.24 30.79 491 2017–2022 

site1 dachuan2 107.70 31.05 366 2018–2022 

Medium-maturity type (FuYou838) 

site2 leshan 103.75 29.57 446 2017–2022 
site3 luxian 105.37 29.15 353 2017–2022 
site4 mianyang 104.73 31.45 530 2017,2018,2021,2022 
site5 pengzhou 104.09 30.95 515 2017–2019, 2021, 2022 
site6 shuangliu 104.17 31.15 506 2017–2022 
site7 yaan 103.14 30.02 557 2017–2020 
site8 yibin 104.92 28.97 375 2017–2022 
site9 xindu 104.24 30.79 491 2017–2022 
site10 xuanhan 107.64 31.51 392 2017–2022 

site1 dachuan1 107.50 31.20 288 2017–2022 

Late-maturity type (YiXiangYou2115) 

site2 leshan 103.75 29.57 446 2017–2022 
site3 luzhou(luxian) 105.37 29.15 295 2017–2022 
site4 mianyang 104.73 31.45 487 2017–2022 
site5 nanchong 106.07 31.35 360 2017–2022 
site6 neijiang 105.12 29.62 331 2017–2022 
site7 shuangliu 104.17 31.15 529 2017–2019,2021,2022 
site8 chongzhou2 103.75 30.68 540 2017–2022 
site9 yibin 104.92 28.97 368 2017–2022 
site10 miyi 102.12 26.92 1224 2017–2019 
site11 xichang 102.27 27.90 1574 2017–2019 
site12 yanbian 101.85 26.68 1165 2018,2019  
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over the course of development (Shi et al., 2015). The empirical cu
mulative distribution of these stages, along with the computed GDD for 
the heading-maturity phase, distinctively highlighted the differences 
among the studied rice maturity types, as illustrated in Fig. S1. The 
heading-maturity GDD for early-, medium-, and late-maturity cultivars 
ranged approximately between 430–600 ◦C d− 1, 420–690 ◦C d− 1 and 
450–720 ◦C d− 1, respectively (Fig. S1). The accumulated GDD related to 
the regional characteristics of the sowing date: the early-maturity 
cultivar was typically sown later (around April 20th), compared to the 

medium-maturity (early April) and late-maturity type (around March 
20th). This practice attempted to align sowing times with the optimal 
growing conditions of each season. 

2.1.3. Weather data 
During the trial period 2017–2022, daily observed minimum (Tmin), 

mean (Tmean) and maximum (Tmax) temperatures at the study sites were 
primarily retrieved from the ERA5-Land hourly reanalysis dataset. 
Hourly values were then aggregated into daily values. The ERA5-Land, 

Fig. 2. Monthly average of daily minimum (Tmin), mean (Tmean) and maximum (Tmax) temperature during the rice growing season (April to September) for study sites 
over 2017—2022. Error bars indicate standard deviations over years. Mean temperature from July to September is also shown, within which the heading-maturity 
phase occurs. 
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integrating model data with observations globally, provides a gridded 
dataset at a resolution of 0.1◦ × 0.1◦ (~9 km) from 1950 to the present, 
detailing key variables of the water and energy cycles over land surfaces 
(Muñoz-Sabater et al., 2021). Despite the general accuracy of 
ERA5-Land dataset, its reliability at the local site scale is critical to 
assess. Therefore, for 20 study sites, daily Tmin, Tmean, and Tmax data 
from ERA5-Land were compared with the nearest (nearest to each study 
site with the maximum distance<20 km) weather station data from the 
China Meteorological Administration (CMA) over 1985—2014 (note 
CMA data was only accessible until 2015 for most of these weather 
stations). The comparison indicated that ERA5-Land data could accu
rately reflect the reference weather station data, evidenced by consis
tently high R2 values above 0.98 (Fig. S2). Notable discrepancies were 
only discovered in Tmax for a few southern sites, i.e., miyi, xichang, yaan 
and yanbian (Fig. S2). Consequently, CMA weather station data from 
2017 to 2022 was utilized for these four sites. 

During the months of July to September, which typically encom
passes the heading-maturity phase, the mean Tmin, Tmean and Tmax for 
2017–2022 across trial sites of the early-maturity rice type was 
20.9–22.0 ◦C, 23.7–25.2 ◦C and 26.7–28.7 ◦C, respectively (Fig. 2). For 
the medium-maturity type, the corresponding ranges were 21.2–23.6 ◦C, 
24.4–26.9 ◦C and 27.8–30.6 ◦C (Fig. 2). The late-maturity type showed 
ranges of 18.8–23.6 ◦C, 22.5–26.9 ◦C and 27.6–31.1 ◦C, respectively 
(Fig. 2). The mean number of Hot Days (HD) during July-September, 
defined as days with Tmax≥32 ◦C that could adversely impact rice 
development (Zhang and Tao, 2013), varied roughly between 15–20 
days, 14–36 days and 12–48 days across associated sites for early-, 
medium- and late-maturity type, respectively (Fig. S3). Sites with a 
relatively high frequency of HD (≥30 days) were predominantly under 
the late-maturity (6 sites), followed by the medium-maturity (3 sites), 
with no such sites found for the early-maturity (Fig. S3). Furthermore, a 
significant warming trend was observed at all trial sites, where the 
annual mean Tmin, Tmean and Tmax respectively showed a 10-year 
increment of 0.2–0.39 ◦C, 0.23–0.56 ◦C and 0.36–0.74 ◦C, clearly 
evidencing the climate warming (Fig. S4). With such a warming trend, a 
higher HD can be expected, which can further impose negative impacts 
on crop development and growth, particularly during the 
heading-maturity phase. Hence, it is necessary to examine how the 
current crop phenology models perform at sites with different HD. 

2.2. Description of phenology models 

In our study, the phenology stage was determined based on the 
accumulation of thermal forcing temperatures from a specified onset 
date (t0) to a target date (ts), where the state of thermal forcing (Sf ) 
reaches a specific threshold value (F*), typically cultivar-dependent: 

Sf (ts) =
∑ts

t0

Rf (xt) ≥ F∗ (1)  

where xt represented either daily mean temperature or hourly temper
ature, depending on the model. Since this study focused on the heading- 
maturity phase, t0, ts corresponded to the heading and maturity stage 
respectively. Besides, the post-heading photoperiod effects were 
considered negligible, and consequently, only temperature response 
functions specific to the phenology models were utilized. Six models 
were applied and categorized into three groups based on their structural 
attributes: (1) GDD and GDD-Richardson, with a relatively simple and 
near-linear temperature response function; (2) Sigmoid and Wang, with 
a non-linear structure; and (3) APSIM and CERES, with a non-linear 
structure and hourly temperature interpolation scheme. 

2.2.1. GDD and GDD-Richardson 
Both GDD and GDD-Richardson (Richardson thereafter) models 

adopt the GDD concept. The temperature response function for GDD has 
a single parameter (T_base) (Table 2), assuming a linear accumulation of 
daily effective thermal forcing when xt>T_base (Bonhomme, 2000): 

Rf (xt) = Max
(
xt − T base, 0

)
(2) 

The GDD-Richardson is a slightly modified version of the GDD 
model, which additionally considers a high-temperature threshold 
(T_max) (Table 2), above which the daily development rate is constant 
(Arlo Richardson et al., 1974): 

Rf (xt) = Max
(
Min

(
xt − T base,T max − T base

)
, 0

)
(3)  

2.2.2. Sigmoid and Wang 
The Sigmoid model expresses the temperature response as a logistic 

function with two parameters (d, e) (Table 2) (Hänninen, 1990): 

Rf (xt) = 1
/
(1+ exp(d ∗ (xt − e))) (4) 

Table 2 
Applied phenology models and associated parameters for calibrations. The “ × ” symbol indicates the calibration parameter of a given model.  

Parameter 
Abbreviation 

Description Unit Lower 
bound 

Upper 
bound 

Model Name 

APSIM CERES GDD Richardson Sigmoid Wang 

F* Critical state of thermal temperature degree days− 1* or 
temperature ratios 
* 

0 1500* or 
150*   

× × × ×

DVRR Threshold parameter of development rate to 
determine the cumulative thermal time 
necessary to accomplish heading-maturity 
phase 

degree days− 1 0.0005 0.005 ×

P5 Threshold parameter to determine the 
cumulative thermal time to accomplish 
heading-maturity phase 

degree days− 1 0 2000  ×

T_base Minimum development temperature (base 
temperature) 

◦C 5 15 × × × × ×

T_opt Optimum development temperature ◦C 15 35 × × ×

T_max Maximum development temperature ◦C 35 45    × ×

T_lim Limiting temperature above which 
development rate is null 

◦C 35 45 ×

d Fitted parameter of sharpness of response 
curve 

/ − 20 0     ×

e Fitted parameter of mid-response 
temperature 

◦C 0 30     ×

* GDD and Richardson compute F* with degree days− 1, while the other models compute F* with temperature ratios (between 0 and 1). Accordingly, the search 
boundary for F* is 0–1500 for GDD and Richardson and 0–150 for other models. 
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The Wang model (named as Wang-Engel model, Wang model for 
short) follows a curvilinear temperature response function with three 
cardinal temperatures (T_base, T_opt, T_max) (Table 2) to define the shape 
of the response curve (Wang and Engel, 1998): 

Rf (xt)=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

2
(
xt − T base

)α( T opt − T base
)α

−
(
xt − T base

)2α

(
T opt − T base

)2α T base ≤ xt ≤T max

0 xt <T base or xt >T max

with

α=
ln2

ln
(

T max − T base

T opt − T base

)

(5)  

2.2.3. APSIM and CERES 
The APSIM-Oryza model, hereafter referred to as APSIM, is a process- 

based rice model for simulating crop development, growth and yield 
formation in different environmental conditions (Bouman et al., 2001; 
Liu et al., 2019). Here we are only interested in its phenology routines 
when simulating the heading-maturity phase. Similar to the Wang 
model, it considers three cardinal temperatures (T_base, T_opt, T_lim) 
(Table 2) to compute degree days (DD), but it is based on hourly tem
perature (xti) using a sinusoidal interpolation between the daily mini
mum (xtmin) and maximum (xtmax) temperatures: 

xti =
(xtmin + xtmax)

2
+
(xtmax − xtmin) cos(0.2618 × (i − 14))

2
for i = 1, 2, 3⋯., 24

(6)  

and then, 

DDi =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

xti − T base T base ≤ xti ≤ T opt

(
T opt − T base

)
−
(
xti − T opt

)
(
T opt − T base

)

(
T lim − T opt

)T opt < xti < T lim

0 xti < T base or xti ≥ T lim

Rf (xt = xti) =
∑24

i=1
DDi

(7) 

In addition, we have adopted the approach given by Wallach et al., 
(2017) to convert the fractional development sum into the cumulative 
DD value required to accomplish the heading-maturity phase, leading to 
F* = 1/DVRR (Table 2). 

The CERES-Rice (hereafter CERES) model in DSSAT (Jones et al., 
2003) was developed by Singh et al., (1993) for simulating both lowland 
and upland rice development and growth. Crop development was 
simulated with a thermal time accumulation approach. When the plant 
has more than 10 leaves, the model uses a daily minimum (xtmin) and 
maximum (xtmax) temperature to compute the phasic development with 
two cardinal temperatures (T_base, and T_opt) (Table 2) (Singh et al., 
1993). 

Rf (xt = xti)=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(xtmin +xtmax)

2
− T base T base < xtmin and xtmax <T opt

(
1
24

)
∑24

i=1

(
xti − T base

)
xtmin ≤T base or xtmax ≥T opt

(8) 

Similar to APSIM, hourly temperature (xti) could be estimated from 
xtmin and xtmax, but with a different interpolation method: 

xti =
(xtmin + xtmax)

2
+

(xtmax − xtmin)sin
(

π × i
12

)

2
T base ≤ xti ≤ T opt

xti = T base xti < T base

xti = T opt −
(
xti − T opt

)
xti > T opt

for i = 1, 2,3⋯.24

(9)  

where phenology development can be somewhat delayed if the xti ex
ceeds T opt (Table 2) (Boote et al., 2005). For CERES, the last two phases 
from heading to grain-filling and grain-filling to maturity were com
bined into the heading to the maturity phase, following Wallach et al., 
(2017). Accordingly, the fractional development sum was converted 
into the cumulative DD value, leading to F* = 170+P5 (Table 2) (Wal
lach et al., 2017). 

The phenology models were implemented in Python according to 
Equations 1–9 and can be found in the Zenodo repository (https://zeno 
do.org/record/7875044). 

2.3. Global optimization algorithm 

Model calibration is a crucial process in adapting models to local 
conditions by estimating model-specific parameters. The goal is to find 
parameters that could minimize prediction errors, a task typically ach
ieved using an optimization algorithm (Seidel et al., 2018; Wallach 
et al., 2021c). The Shuffled Complex Evolution, developed at the Uni
versity of Arizona (SCE-UA) has been employed for estimating the 
optimal parameter values in our study. It is an established, robust and 
efficient optimization algorithm (Duan et al., 1993, 1994), which has 
been widely applied in both hydrological (Duan et al., 1994; Muttil and 
Jayawardena, 2008) and crop models, including the crop phenology 
models (Zhang et al., 2017; Jin et al., 2022; Yang et al., 2023b). As 
indicated by Duan et al., (1994), SCE-UA’s strengths include: (1) achieve 
global convergence despite the presence of multiple local optimums; (2) 
avoid trapping in suboptimal regions of the objective function surface; 
(3) remain effective across varying parameter sensitivities and in
terdependencies; (4) operate independently of explicit expressions for 
the objective function or its derivatives; (5) handle efficiently 
high-dimensional parameter spaces. 

For parameter optimization, a uniform distribution was assumed for 
each parameter with equal sampling probability within predefined 
bounds (Table 2). These predefined ranges were generally set broader 
than those in our previous study, ensuring that the initial boundary 
settings had little or no influence on the final estimated parameter 
values (Yang et al., 2023b). The selected objective function for SCE-UA 
was the minimization of the Root Mean Squared Error (RMSE) between 
the observed and simulated values, which provided a quantitative 
measure of the agreement between the model and the actual data. 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(Simulationi − Observationi)
2

n

√

(10)  

where n is the number of total observations included. For SCE-UA 
implementation, we utilized the open-source package Statistical 
Parameter Optimization Tool (SPOTPY, v1.5.14) (Houska et al., 2015). 
SPOTPY offers a comprehensive set of methods for parameter optimi
zation and sensitivity analysis (Houska et al., 2015). For each optimi
zation run, the maximum 30,000 iterations were set. More details of how 
the SCE-UA was applied can be found in Yang et al., (2023b). 

2.4. Model calibration and evaluation 

2.4.1. Leave-One-Out Cross-Validation (LOOCV) 
Evaluating the goodness-of-fit and predictive ability of models is 

essential. Goodness-of-fit assesses how well a calibrated model could fit 
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the data used for calibration, while predictive ability refers to how well a 
calibrated model can predict new data that were not involved in cali
bration (Wallach et al., 2023b). To balance these assessments, the 
Leave-One-Out Cross-Validation (LOOCV) technique was employed. In 
this approach, each site’s data within a cultivar is iteratively used for 
evaluation/prediction, while the rest forms the calibration dataset for 
estimating optimal parameter values via the SCE-UA algorithm. This 
method treated each site-specific observation equally, assuming both 
calibration and evaluation data during LOOCV were drawn from the 
same underlying target population for a given cultivar, i.e., observations 
over a range of environments that we aimed to assess (Fig. S1), 
consistent with the approach suggested by Wallach et al., (2021a). 
LOOCV was carried out per model for each cultivar. 

2.4.2. Statistical metrics 
The variability in optimized parameter value during LOOCV, 

measured by the Coefficient of Variation (CV), was used to estimate the 
parameter uncertainty (Kawakita et al., 2020). Model performance, both 
for goodness-of-fit and out-of-sample predictions, was quantified using 
RMSE. Besides, following a recently proposed calibration protocol for 
crop phenology models that utilized the Bayesian Information Criterion 
(BIC) for model comparison (Wallach et al., 2023b), BIC was applied in 
our study and calculated as follow: 

BIC = nln(MSE) + pln(n) (11)  

where n is the number of observations and p is the number of calibrated 
parameters. MSE stands for Mean Squared Error between calibration 
data and simulations. BIC is a criterion for model selection by quanti
tatively assessing the balance between model complexity and accuracy 
(Wallach et al., 2023b). Models with a lower BIC during LOOCV are 
generally preferred. Apart from BIC, an overall evaluation of calibrated 
models against observations was conducted across all sites for each 
maturity type. This evaluation utilized a suite of conventional statistical 
metrics, including Mean Absolute Error (MAE), Mean Biased Error 
(MBE), RMSE, coefficient of determination (R2) and Nash-Sutcliffe 
modeling efficiency (EF) (Wallach et al., 2017, 2021a, 2023b; Zhang 
and Tao, 2019; Kawakita et al., 2020). 

2.5. Identifying the main source of variability in regional-scale 
simulations 

For each maturity type, six models were employed for simulations 
over 1993–2022 (a 30-year period to capture the recent climate vari
ability) across the major paddy rice area for the Sichuan basin, as 
depicted in Fig. 1. These simulations were based on site-specific opti
mized parameters during LOOCV. The empirical heading onset was used 
to initialize the simulations according to the median observed value of 
each maturity type (Fig. S1). The ERA5-Land gridded dataset, used for 
model calibration and evaluation, also served as the weather input for 
these regional runs, ensuring consistency in the meteorological data 
across both site and regional scales. 

The sources of variability in these simulations could apparently arise 
from differences in model structures (inter-model variability) and vari
ance in the optimized model parameter values (intra-model variability). 
To disaggregate the overall variability, a repeated measures Analysis of 
Variance (ANOVA) with a balanced design (Table 3), similar to Wallach 
et al., (2017), was applied at each grid point, which was implemented 
with the python class AnovaRM (Repeated Measures ANOVA using least 
squares regression) from the statsmodels package. This approach 
considered the influence of both model structures and parameters, 
including their interaction effects. Each year within the 30-year span 
was treated as a repeated measure to examine the influence of these 
factors and their interactions. The contribution of uncertainty source 
(factors and their interactive term) to total simulation variance was 
quantified based on the computed F-values, effectively calculating the 

ratio of mean square for each factor (and their interactions) to the sum of 
mean squares of all sources but excluding the residual term (Table 3). As 
such, this approach estimated their contributions to the overall 
explained variance. This analytical framework was applied to two 
pivotal output variables: the timing of rice maturity and the GDD of the 
heading-maturity phase. Simulations for the latter variable can be useful 
to characterize the thermal conditions during a critical phase for 
different rice maturity types at a regional level. 

3. Results 

3.1. Model performance during LOOCV 

3.1.1. Goodness-of-fit 
When fitting models to calibration subsets during LOOCV, all models 

demonstrate satisfactory performance, with the median RMSE consis
tently below 4 days (mainly 2–4 days) for all cultivar types (Fig. 3a). The 
variation in median RMSE among models is minimal (<1 day), although 
APSIM tends to have marginally higher value and APSIM also exhibits a 
greater variance in RMSE compared to the other models (Fig. 3a). 
Models generally are better fitted to the early-maturity type than to the 
medium-maturity and late-maturity type (Fig. 3a). 

For the early-maturity type, a notably lower BIC (<70) is discovered, 
in contrast to higher values (BIC>110) obtained for the other two types 
(Fig. 3b). GDD, Richardson, Wang and CERES, and to some extent Sig
moid (excluding the late-maturity cultivar), demonstrate comparable 
skills, with slight advantages observed for GDD and CERES (Fig. 3b). 
APSIM consistently shows the highest BIC values across all types 
(Fig. 3b). 

3.1.2. Out-of-sample predictions 
For out-of-sample predictions (evaluations), the median RMSE also 

varies between 2 and 4 days (Fig. 3a). Compared to the fitting perfor
mance, an increase in median RMSE is observed for the early-maturity 
type, while a decrease is noted for the medium-maturity and late- 
maturity type (Fig. 3a). However, a substantial increase is found for 
the variance of RMSE across cultivar types, indicating much larger 
prediction uncertainties than those for calibration data (Fig. 3a). Across 
cultivar type, the best predictive performance is found for the late- 
maturity type, with a median RMSE well below 3 days, followed by 
the medium-maturity and early-maturity type, respectively (Fig. 3a). 

Table 3 
Design of the repeated measures ANOVA accounting for different crop 
phenology models (models), site-specific optimized parameter vectors (parame
ters) and their interaction effects (models × parameters). Simulations across 
different years are treated as repeated measures.  

Sum of squares (SS) Degree of freedom (df) 

SStotal =
∑T

t=1
∑M

m=1
∑P

p=1(Ysm − Y)2 dftotal = T× M× P − 1 

SSmodels =
∑M

m=1nm(Ym − Y)2 dfmodels = M − 1 

SSparameters =
∑P

p=1np
(
Yp − Y

)2 dfparameters = P − 1 

SSmodels × parameters =
∑M

m=1
∑P

p=1nmp
(
Ymp − Ym − Yp + Y

)2  

dfmodels × parameters = (M − 1)×
(P − 1)

Ysm denotes the simulated value of the t-th year, m-th model and p-th parameter 
vector; Y, Ym, Yp, Ymp respectively denotes the mean simulate value of all 
simulations (grand mean), of the m-th model across all years and parameter 
vectors, of the p-th parameter vector across all years and models, of the com
bination of the m-th model and the p-th parameter vector across all years; nm, np, 
nmp respectively denotes the total number of simulated values for the m-th model 
across all years and parameter vectors, for the p-th parameter vector across all 
years and models, for the combination of the m-th model and the p-th parameter 
vector across all years; T, M, P respectively denotes the total number of years, 
models and parameter vectors.  
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Site-specific predictions show that the largest prediction errors tend to 
occur in sites experiencing a high number of HD (>30 days) during July- 
September, such as miyi, neijiang, yaan, and yanbian (Fig.S5). 

When aggregating individual site predictions, MAE and RMSE 
remain within 3–4 days, with a negligible mean bias (MBE≤1) between 
models and across cultivar types (Fig. 4). The calibrated models show a 
good predictive skill and ability to capture observed data variability, as 
evidenced by EF (R2) values, ranging between 0.67–0.80 (0.68–0.80), 
0.80–0.87 (0.80–0.88) and 0.94–0.95 (0.94–0.95) for the early- 
maturity, medium-maturity and late-maturity, respectively (Fig. 4). 
Furthermore, the median of the ensemble model simulations shows 
nearly or equally as good as the best individual model across all maturity 
types (Fig.S6). 

3.2. Variability in estimated parameter values during LOOCV 

For the studied rice cultivars, most model parameters, except for one 
in the Sigmoid model, display low-to-moderate variability in their esti
mated optimal values, with CV≤20 % generally during LOOCV (Fig. 5a). 
Notably, the T_base parameter, common in five out of the six models 
(Table 2), exhibits higher variability compared to other threshold pa
rameters like T_opt, T_max and T_lim (Fig. 5a). Parameters with CV<5 % can 
be considered as stable parameters, there are 7, 11 and 14 ones for the 

early-, medium- and late-maturity type respectively (Fig. 5a). In 
contrast, the Sigmoid modeĺs d parameter (defining curve sharpness) 
shows a significant variability, with a CV reaching up to 200 % (Fig. 5a), 
indicating high uncertainty for its parameter value. Across different 
cultivar types, the late-maturity type displays generally smaller vari
ability in estimated parameter values compared to the other types, 
except for the Sigmoid́s d and Wanǵs T_base parameter (Fig. 5a). 

For each model, the temperature response functions resulting from 
the variability of calibrated parameter values are presented in Fig. 5b. 
The Sigmoid model shows distinct response curves across cultivars, 
directly relating to its high variability of the shape parameter d (Fig. 5b). 
In contrast, the GDD and Richardson models maintain a similar linear 
response curve. More specifically, the Richardson model is calibrated 
with high plateaus that are seldom reached for local conditions (Fig. 5b). 
Wang and CERES models exhibit a notable variability in their response 
functions during LOOCV across maturity types (Fig. 5b). The APSIM 
model shows the least variability in its response curves, in association 
with its little variability of calibrated parameter values (Fig. 5b). 
Moreover, for the late-maturity type, the temperature functions of 
differently calibrated parameters are more stable than those of other 
types, where the model like GDD, Richardson, Wang and APSIM tends to 
converge into similar forms, indicative of their low parameter variability 
as shown in Fig. 5a. 

Fig. 3. Variability in (a) modelś goodness-of-fit (blue) and out-of-sample predictions (green) and in (b) Bayesian Information Criterion (BIC) during the Leave-One- 
Out Cross-Validation (LOOCV). The box horizontal lines respectively represent the first (Q1), second (median denoted by red line) and third (Q3) quartile, while the 
lower and upper whisker respectively denotes values extending from Q1 and Q3 by 1.5 times the interquartile range (outliers are not shown). The dashline for RMSE 
represents the threshold value (RMSE=5 days) above which predictions are considered inaccurate. 
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3.3. Variability in regional simulations between model structures and 
parameters 

3.3.1. Simulations of multi-models with different parameterizations 
Regional simulated maturity timings over 1993–2022 exhibit a 

considerable variability between models and their estimated optimal 
parameters during LOOCV (Fig.S7–9). The median maturity stage 
(DOY) ranges from about 220–235, 225–240, 230–245 in the northeast 
areas (latitude>28◦N, longitude>103◦E) to 240–260, 240–260, 
240–260 in the southwest areas (latitude<29◦N, longitude≤103◦E) for 
the early-maturity (Fig.S7), medium-maturity (Fig.S8) and late- 
maturity (Fig.S9) type respectively. The APSIM model, exhibiting the 
least variability in its temperature response functions (Fig. 5b), presents 
the largest variability in its regional simulations using these functions, 
especially for the medium- and late-maturity types (Fig.S8–9). In 
contrast, the Sigmoid model, showing the greatest variability in its 
response curves (Fig. 5b), leads to relatively small variability for 
regional simulations (Fig.S8–9). 

3.3.2. ANOVA results 
ANOVA dissects the total variance of regional maturity simulations 

into contributions from model structures, parameters and their inter
action effects (Fig. 6). Variability due to calibrated model parameters 
accounts for approximately 15–90 % of the total variance for the early- 
maturity type, and 15–45 % and 30–60 % for the medium- and late- 
maturity types, respectively (Fig. 6a). Inter-model variability contrib
utes about 0–45 % for the early-maturity type and 0–75 % and 0–45 % 
for the medium- and late-maturity types, respectively (Fig. 6b). The 
interaction between models and parameters contributes to around 
15–45 %, 15–75 % and 15–60 % of the total variance across the three 
maturity types (Fig. 6c). As a result, parameter variability emerges as the 

dominant uncertainty source for the early-maturity type in most areas, 
except some in the northeast (Fig. 6d). For the medium- and late- 
maturity types, the interactive effects represent the main uncertainty 
source, except in the southwest (mainly for the medium-maturity type) 
where the inter-model variability tends to mostly affects the simulations 
(Fig. 6d). A similar pattern is discovered for the computed GDD of the 
heading-maturity phase, with parameter variability maintaining its 
dominant role in uncertainty analysis for the early-maturity type in most 
production areas (Fig.S10). For the medium-maturity and late-maturity 
types, interaction effects are still the dominant uncertainty source in the 
northeast areas, whereas inter-model variability plays a more significant 
role in the southwest for both maturity types (Fig.S10). 

4. Discussion 

4.1. Model goodness-of-fit 

Assessment of how well calibrated models can fit the observed data 
used for calibration is an integral part of crop phenology modelling 
studies (Wallach et al., 2017; Zhang et al., 2017; Liu et al., 2018; Gao 
et al., 2020; Yang et al., 2021). Our findings highlight the usefulness of 
SCE-UA in optimizing model parameters across diverse rice cultivars, 
achieving a similar fitting performance among models with median 
RMSE ranging from 2 to 4 days, echoing the calibration accuracy by Liu 
et al., (2018) and Wallach et al., (2021a). Reliable estimations of 
parameter values play a pivotal role, which can ensure that the 
remaining discrepancy between observations and simulations can be 
attributed to limitations in the model structure or data, rather than the 
sub-optimal parameters (Liu et al., 2018). 

BIC analysis, assessing the balance between model complexity and 
accuracy, complements RMSE results and is an important criterion when 

Fig. 4. Comparison between observed and predicted maturity timing (DOY) of calibrated models during the Leave-One-Out Cross-Validation (LOOCV) for (a) early- 
maturity, (b) medium-maturity and (c) late-maturity rice cultivar. Individual model predictions at each site are based on optimized parameters using the rest of siteś
data of a given rice cultivar. Mean Bias Error (MBE), Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE), the coefficient of determination (R2) and 
Nash Sutcliffe modeling efficiency (EF) are shown. 
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comparing models calibrated using the same data (Wallach et al., 
2023b). Models generally showcase equivalent performance, except for 
APSIM that exhibits a slightly higher BIC, relating to its higher number 
of parameters (Table 2) and marginally higher calibration errors. Models 
with more parameters tend to express crop development in a more 
complex way (Kawakita et al., 2020), but it does not necessarily trans
late to superior fitting performance. All models have a considerably 
lower BIC for the early-maturity type than the other two types (Fig. 3b), 
attributed to the fewer calibration sites that result in a low n value (eq. 
11). 

4.2. Model out-of-sample predictions 

The best predictive performance is found for the late-maturity type 
with the highest number of trial sites, followed by the medium-maturity 
and early-maturity type respectively. This can be due to that the pre
diction skill of models can be asymptotically improved when more 
observational data is utilized for model calibration (Montesino-San 
Martin et al., 2018). Moreover, models calibrated with data having 
characteristics of averagely warmer conditions (Fig. 2) and higher in
stances of HD episodes (Fig.S3) notably excel, such as those for the 
late-maturity type. This pattern is evident when examining individual 
site predictions. Models calibrated using siteś data with less frequent HD 
underperform in predicting sites with prevalent high-temperature pe
riods (HD>30) (Fig.S5). This could be related to that the upper tem
perature thresholds are not properly fit for these models with the lack of 

HD events, thus leading to inaccurate description of crop response when 
HD becomes more frequent. In contrast, good predictability is discov
ered at sites (e.g. chongzhou1, chongzhou2, jiangyou, leshan, mia
nyang) with less frequent HD (HD<15) when they are trained with data 
subject to more HD (Fig.S5). Several studies point out model perfor
mance is limited under high-temperature conditions, and there is a need 
to conduct temperature-controlled experiments to better understand 
how the above-optimal high temperatures affect crop development rate 
(Shi et al., 2015; Zhang et al., 2017; Zhang and Tao, 2019). 

Aggregating LOOCV predictions across all sites reveals an overall 
satisfactory performance across models and cultivar types, with MAE 
and RMSE within a 3–4 days range and EF (R2) ranging between 
0.67–0.95 (0.68–0.95) (Fig. 4). The performance is similar to a study 
simulating rice maturity at two different zones in China using five 
phenology models (Zhang et al., 2017). Moreover, the best model can 
vary in different situations, but the ensemble median of all model sim
ulations always gives nearly as good (R2≥0.79) as the best model results 
(Fig.S6), advocating for ensemble approaches in enhancing prediction 
reliability, the finding aligned with Wallach et al., (2021b, 2021a). 
Despite overall accuracy, prediction errors significantly fluctuate across 
sites, leading to a considerable prediction uncertainty, i.e., a consistently 
larger variance of RMSE in the evaluation data than in the calibration 
data (Fig. 3a). Partly this is associated with differently calibrated tem
perature response functions of the models when predicting for individ
ual sites. On the other hand, a good fit to the current data does not 
guarantee its repeatability of predictability in other situations, even if 

Fig. 5. Variability in optimized model parameters and corresponding temperature response functions during the Leave-One-Out Cross-Validation (LOOCV). (a) The 
Coefficient of Variation (CV, %) in optimized model parameters using all siteś data except for one for a given cultivar (blue and red dotted lines respectively denote 
20 % and 40 % of CV values); (b) different temperature response functions due to variability in optimized parameters. 
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the occurrence of a new situation shares similar characteristics to those 
incorporated in the model calibration (Seidel et al., 2018; Kawakita 
et al., 2020; Wallach et al., 2021c, 2021b, 2021a). This highlights the 
inherent uncertainty in model predictions and the crucial role of not just 
evaluating model predictions, but also in terms of prediction consistency 
across different environmental conditions. 

For the early-maturity, medium-maturity and late-maturity types, 
GDD/Richardson, APSIM and CERES are considered as the best choice of 
models, respectively (Fig. 3 and Fig. 4). As the best predictive model is 
contingent upon the cultivar type, considering the balance between the 
prediction accuracy and consistency. For rice phenology modelling, 

GDD and Richardson are rarely chosen, probably because of their simple 
linear structure. In the present study, these two models are demon
strated to yield reliable simulations, as they perform equally to or even 
exceed the other non-linear models, along with robust parameteriza
tions. For predicting the heading-maturity phase, during which the 
photoperiod effects can be ignored, utilizing relatively complex models 
(APSIM and CERES) with a daily interpolation routine might lead to a 
more precise prediction on the crop development, but a simpler thermal- 
time accumulation approach (GDD and Richardson) demanding less 
computational resources could already offer enough predictability. 

Fig. 6. The contributions ( %) to the total variance in simulating the rice maturity timings (DOY) of different cultivar types in Sichuan Province’s main rice pro
duction area over 1993–2022 by (a) calibrated model parameters (Parameters) and (b) model structures (Models), as well as (c) their interactions (Parameters * 
Models). (d) The dominant source of uncertainty is identified. The Analysis of Variance (ANOVA) treats different years as repeated measures to assess the impacts of 
different factors and their interactions 
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4.3. Parameter uncertainty and extended regional simulations 

Obtaining reliable parameter values are key for analyzing the rela
tionship between parameters and cultivar phenotype. Most parameters 
exhibit a low-to-moderate variability, underscoring the overall robust
ness of model calibrations during LOOCV (Fig. 5). More stable (CV<5 %) 
parameters in the late-maturity than in the other two types can again 
illustrate the importance of adequate data amount for calibration, which 
might be useful for reducing parameter uncertainties. The T_base 
parameter among models shows a higher variability than the other 
cardinal temperature thresholds. Cardinal temperature parameters are 
variable between cultivars and regions (Zhang et al., 2017), and 
particular attentions should be paid to the parameter triggering the 
initial crop development. The higher variability of T_base in the 
early-maturity cultivar compared to the others (Fig. 5a) underscores the 
need for more observational data to achieve robust estimations for this 
critical parameter. Exceptionally, the Sigmoid modeĺs d parameter 
consistently shows a high variability up to 200 %, leading to distinct 
temperature response curves for the same cultivar. This, however, well 
aligns with prior studies indicating that the Sigmoid model’s curve 
sharpness parameter is highly uncertain and sensitive, especially when 
observational data are not sufficient enough (Kawakita et al., 2020; 
Yang et al., 2023b, 2023a). Site-specific estimations underscore the 
sensitivity of this parameter, and uncertainties from random site effects, 
as referred to by Wallach et al., (2017), can significantly influence its 
estimations. Such variability also suggests that while the Sigmoid model 
performs adequately across calibration and evaluation data in general, it 
can potentially have overly steep temperature response functions, such 
as those in the medium-maturity cultivar (Fig. 5b). Specifically for this 
cultivar, two distinctively calibrated curves for the Sigmoid model 
(Fig. 5b) are obtained from mianyang and yaan, which have the lowest 
Tmin (21.2–21.6 ◦C) and Tmean (24.4–24.5 ◦C) among associated sites 
(Fig. 2). The mean growing degree days of July–August for these two 
coolest sites and the other sites are 982–997 ◦C d− 1 and 1025–1145 ◦C 
d− 1, respectively. This might suggest when temperature conditions 
exceed a certain threshold, the cultivar development can respond simi
larly as described by the Sigmoid model. 

This study extends the site-specific calibrated parameters of the 
model ensemble from LOOCV to regional simulations for each maturity 
type. The simulations adeptly capture the inherent maturity timing 
characteristics of each cultivar type, accurately reflecting the expected 
regional maturity patterns (Fig.S7–9). For the medium-maturity and 
late-maturity types, the APSIM model, noted for its minimal function 
curve uncertainty, exhibits the biggest variability in its regional simu
lations (spatial patterns) between different parameterizations. This can 
be due to the modeĺs sensitivity and responsiveness, especially at higher 
temperatures. For APSIM, the difference in calibrated temperature 
functions is only notable for temperatures above the optimum threshold 
(Fig. 5b). Hence, the model can have a larger variability in simulations 
over 1993–2022 with a broad spectrum of temperature conditions, 
including frequent above-optimal temperatures, than the calibration 
period. This can already be seen in Fig. 3a, where APSIM shows the 
biggest prediction variability for the late-maturity type that has more 
sites subject to frequent HD (>30). Conversely, the Sigmoid model, 
despite its pronounced temperature function variability, shows rela
tively small variability in its regional simulations. High parameter 
variability does not necessarily contribute to high prediction variability. 
This is often associated with parameter correlation, or equifinality 
(Beven, 2006), where parameters with higher uncertainties tend to 
relate with other parameters, resulting in different parameter combi
nations for similar/same simulation results (Liu et al., 2018; Kawakita 
et al., 2020; Wallach et al., 2021c; Yang et al., 2023b). 

4.4. Source of uncertainty in regional simulations 

The contribution of uncertainty sources to rice maturity simulations 

varies with the cultivar maturity type. For the early-maturity type, 
parameter variability is predominant, which is associated with its 
notable variability in calibrated model parameters during LOOCV. As 
such, more observational data is needed to refine the parameter esti
mates and reduce parameter uncertainties for this cultivar type. For the 
medium-maturity and late-maturity types, a clear spatial pattern 
emerges that delineate the relative contributions of uncertainty sources. 
In the northeast, parameter variability overshadows the model struc
tural differences (Fig. 6a–b). Yet, in the southwest areas prone to high- 
temperature extremes, model structural variability becomes paramount 
(Fig. 6d), hinting at models’ divergent responses to temperature ex
tremes. Uncertainties exist among models in accurately describing the 
abrupt decline in development rate when temperature exceeds the 
optimal threshold (Zhang et al., 2017; Zhang and Tao, 2019). For the 
calculated GDD of the heading-maturity phase, similar results are ob
tained, particularly since the model variability is more pronounced in 
the southwest areas (Fig.S10). 

Our findings elucidate that while different combinations of models 
and parameterizations can be the dominant source of uncertainty, 
parameter variability consistently plays a more important role than 
model variability for a major portion of the study region. Model vari
ability is more important in only limited areas prone to high- 
temperature extremes. Zhang et al., (2017) report that the model 
structures and parameters could explain 92.15 % and 7.85 % of the total 
variability in simulated timing to maturity for rice in the southwestern 
China. Similarly, the variability in simulations between models can 
contribute twice as much as parameter variability to the total variability 
for rice phenology simulations (Wallach et al., 2017). However, 
parameter uncertainties in these studies often do not incorporate the 
variability of observational dataset for calibration (Wallach et al., 2017; 
Zhang et al., 2017). In general, the main source of uncertainty in sim
ulations not only depends on the cultivar and study region, but also on 
how the parameter uncertainty is defined. It is of interest to treat 
parameter uncertainty with a broader perspective. For instance, the 
uncertainty perspective can incorporate sources not only from different 
site × year combinations of a give cultivar, but also from different 
calibration approaches (e.g., multiple optimization algorithms, objec
tive functions) and choices of estimating parameters (Seidel et al., 2018; 
Wallach et al., 2021b, 2021a). It is found that when the uncertainty in 
the choice of parameters is considered, in most cases, parameter vari
ability accounts for much more of the total simulation variability than 
the model structural variability (Wallach et al., 2023a). A careful model 
calibration and evaluation is the prerequisite for regional simulations 
that often use parameters obtained from field data. Our study demon
strates the variability in observed data of a given cultivar at field scale 
can be an important source of uncertainties for regional runs. 

4.5. Limitations of the study 

Firstly, this study focuses exclusively on the heading-maturity phase 
rather than the entire growing period. While this phase is crucial for rice 
yield formation, an analysis that includes the entire growing cycle would 
provide a more comprehensive understanding of uncertainties in crop 
phenology simulations. However, models such as GDD, GDD- 
Richardson, Sigmoid and Wang inherently omit photoperiod effects in 
their equations, making simulations before the heading or anthesis stage 
difficult. 

Secondly, the impacts of transplanting dates and management were 
not explicitly addressed. Both transplanting date and management 
practice (e.g., planting date) can have a greater effect on rice maturity 
timing in China than climate change (Zhao et al., 2016; Wang et al., 
2017). For instance, Zhao et al., (2016) indicate that the maturity timing 
of single, early and late rice in China’s primary producing regions is 
closely linked to transplanting and heading dates, while climatic factors 
are of secondary importance. Although the variability in the observed 
heading stage (where simulations start) in this study (Fig.S1) may 
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implicitly reflect the influence of different transplanting dates and 
managements, a more explicit analysis of these variables and their 
interaction with different model structures and parameters is required. 

While our study focuses on temperature response during an impor
tant heading-maturity phase, future research can build on these findings 
and delve into an entire growth cycle to investigate how to further 
reduce uncertainties in crop phenology simulations. 

5. Conclusions 

In this study, we dissect the contributions of model structural un
certainties and parameter uncertainties that are derived from field data 
to the overall uncertainties in regional simulations. Utilizing six 
phenology models, they are calibrated with a global parameter optimi
zation algorithm and evaluated for simulating the maturity timing of 
three representative rice cultivars using trial data within the Sichuan 
Basin (China). The employed Leave-One-Out Cross-Validation (LOOCV) 
allows to quantify parameter uncertainties across various calibration 
data subsets for each cultivar. The median of the RMSE range is mainly 
2–4 days for both goodness-of-fit and out-of-sample predictions during 
LOOCV. Models calibrated with data from sites experiencing warmer 
conditions with frequent high-temperature episodes tend to have better 
predictability. Despite considerable prediction uncertainty due to the 
fluctuating prediction errors across sites, an overall satisfactory pre
diction performance is achieved, with the ensemble median of all model 
simulations explaining over 80 % of the total variation among the cul
tivars. Notably, the most effective predictive model differs by cultivar, 
with simpler thermal-time accumulation approaches (GDD and 
Richardson) performing comparably to relatively more complex models 
(APSIM and CERES). During LOOCV, most model parameters exhibit a 
low-to-moderate variability except one parameter in the Sigmoid model. 

For regional simulations, the parameter variability obtained from 
LOOCV consistently shows a more important role than the model 
structure variability for most of the region. Specifically, it emerges as the 
predominant uncertainty factor for the early-maturity cultivar, while for 
medium- and late-maturity cultivars, though the parameter variability 
outweighs the importance of model variability, a nuanced interplay 
between model structures and parameters predominates for most of the 
rice production area. However, for these two cultivars, model structural 
variability became the principal uncertainty factor in areas subjected to 
frequent high-temperature extremes, reflecting models’ divergent re
sponses to temperature extremes. These findings illustrate that the 
relative contribution of uncertainty sources depends on both the study 
cultivar and region. In this study, parameter uncertainty is estimated 
only based on the variability in calibration subsets per cultivar, which 
can be further amplified when the inherent variability in calibration 
approaches is considered. Therefore, a broader conceptualization of 
parameter uncertainty is advocated. Accurate identification of the 
dominant sources of uncertainty is fundamental for refined calibration 
strategies and model improvements, which is vital for improving the 
accuracy and robustness of regional crop modelling. 
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