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Significance

No paleoclimate phenomenon 
has been more vexing to the 
climate modeling community  
than the Plio–Pleistocene glacial/
interglacial cycles. We 
demonstrate that by using 
time- reversed forcings, model 
simulations do not generate the 
high CO2 levels and relatively 
ice- free conditions of the late 
Pliocene, as seen in the forward- 
in- time simulations of the same 
model. We also find that a 
transition toward depleted 
regolith and lowered atmospheric 
CO2 levels is required to produce 
the mid- Pleistocene Transition 
(MTP) toward large- amplitude 
~100 ky sawtooth glacial/
interglacial cycles. We show that 
these features originate from 
nonlinearities and initial state 
dependence in carbon cycle 
behavior.
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We find strong path dependence in the evolution of the Plio–Pleistocene glaciations 
using CLIMBER- 2 Earth System Model simulations from the mid- Pliocene to modern 
preindustrial (3 My- 0 My BP) driven by a gradual decrease in volcanic carbon dioxide 
outgassing and regolith removal from basal ice interaction. Path dependence and hys-
teresis are investigated by alternatively driving the model forward and backward in time. 
Initiating the model with preindustrial conditions and driving the model backward using 
time- reversed forcings, the increase in volcanic outgassing back- in- time (BIT) does not 
generate the high CO2 levels and relatively ice- free conditions of the late Pliocene seen in 
forward- in- time (FIT) simulations of the same model. This behavior appears to originate 
from nonlinearities and initial state dependence in the carbon cycle. A transition from 
low- amplitude sinusoidal obliquity (~41 ky) and precession (~23 ky) driven glacial/
interglacial cycles to high- amplitude ~100 ky likely eccentricity- related sawtooth cycles 
seen between −1.25 My and −0.75 My BP (the Mid- Pleistocene transition or “MPT”) 
in FIT simulations disappears in BIT integrations depending on the details of how the 
regolith removal process is treated. A transition toward depleted regolith and lowered 
atmospheric CO2 levels are both required to reproduce the MPT.

climate models | atmospheric carbon dioxide | glacial- interglacial cycles | hysteresis

A critical test for climate models used to project future human- caused climate change is 
their ability to explain past natural changes. No paleoclimate phenomenon has been more 
vexing to the climate modeling community than the Plio–Pleistocene glacial/interglacial 
cycles. Explaining the Mid- Pleistocene Transition (MPT), the transition between 1.25 and 
0.75 Mya from predominantly obliquity- paced (~41,000- y) to an ostensible eccentricity- paced 
(~100,000- y) cyclicity in climate state variables such as global ice volume, atmospheric 
CO2, and global surface temperature has been particularly challenging, given the absence 
of any substantial changes in the underlying insolation forcing (1–16). Prior to the MPT, 
insolation maxima were associated with deglaciation.

Changes in insolation forcing alone cannot explain the Plio–Pleistocene glacial rhyth-
micity including the ~100- ky glacial/interglacial cycle and its onset (2, 8, 11, 15, 17, 18). 
A number of hypotheses have instead been offered to explain the observed history. These 
include obliquity- period- doubling bifurcation as the result of increased amplitude feed-
backs during the MPT (19), synchronization of internal self- sustained oscillations to 
100- ky eccentricity cycles with the help of the 41 ky obliquity forcing (20), and nonlinear 
responses to eccentricity forcing (17). Other hypotheses involve changes in ocean carbon 
chemistry changes resulting with changing aridity (1), threshold- dependent feedbacks 
associated with ice sheet extent (2, 4, 15, 21), changing oceanic and atmospheric poleward 
heat flux (14, 18), changes in ocean stratification impacting ocean- atmosphere CO2 
exchange (5), regolith erosion (6, 16, 17, 22, 23), carbon cycle dynamics (7, 12, 24), 
Atlantic meridional circulation changes (9), bedrock depression (10), and dust fertilization 
of the Southern Ocean (13).

Willeit et al. (23) recently used simulations of the past 3 My with the CLIMBER- 2 
Earth System Model of Intermediate Complexity to reproduce the main features of the 
Plio–Pleistocene glacial/interglacial cycles. The model, which includes coupled atmos-
phere, ocean, ice sheets, and carbon cycle components, was driven by Earth orbital 
forcing in addition to long- term tectonic forcing from carbon dioxide (CO2) volcanic 
outgassing (3).

Willeit et al. also included a key geological driver that had not been included in past 
modeling work. Ice flow by increasingly large Quaternary ice sheets led to substantial 
advection of unconsolidated sediment (regolith) from the center to the periphery of ice 
sheets, exposing the bedrock beneath, and reducing basal velocities by a factor as large as 
five, increasing ice sheet stability and reducing susceptibility to orbitally induced surface 
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melt (2, 4). Regolith also modifies the surface albedo when depos-
ited on the ice sheet surface, facilitating melting and further pre-
venting the growth of large ice sheets (3). By accounting for the 
effect of regolith removal in the behavior of the North American 
and Eurasian ice sheets, Willeit et al. were able to reproduce not 
only the main characteristics of the Plio–Pleistocene glacial/inter-
glacial cycles but also effectively captured the onset of the MPT 
(23). The removal of regolith and the consequent growth of larger 
ice sheets, in the simulations by Willeit et al., lead to the transition 
toward the approximate ~100,000- y period sawtooth glacial/inter-
glacial cycles.

Because of the nonlinearities in the underlying physics and 
biogeochemistry, several Earth system components relevant to 
the Pleistocene glacial/interglacial cycles are capable of exhibiting 
hysteresis and path dependence, including ice sheet dynamics 
(25, 26), the ocean circulation (27), and carbon cycle processes 
(28, 29). In this work, we find that such path dependence 
appears to be intrinsic to the behavior of the coupled ocean–
atmosphere–cryosphere system and the details of the glacial/
interglacial cycles that characterize the Plio–Pleistocene interval. 
We investigate this path- dependence using the same 
(CLIMBER- 2) Earth System Model used by Willeit et al. 
However, we alternatively drive the model both forward and 
back- in- time (BIT) with the same Earth orbital, tectonic, and 
geological forcings, testing the sensitivity of the behavior of the 
system to initial conditions and prior model states. We test alter-
native regolith configurations to assess the sensitivity of the MPT 
to the precise handling of regolith removal. We examine the 
feedbacks and nonlinearities associated with atmospheric CO2, 
ocean circulation, ice volume, and carbon cycle dynamics to 
assess the precise factors that govern the detailed behavior of the 
Plio–Pleistocene glacial/interglacial cycles.

The model employed in our experiments (CLIMBER- 2), as 
any intermediate complexity model, requires a substantial simpli-
fication of many of the underlying oceanic, atmospheric, and 
biogeochemical processes relevant to long- term climate variability, 
and the results in some cases can be sensitive to the particular value 
of various certain model parameters. For example, modest changes 
in ocean vertical diffusivity in CLIMBER- 2 can impact the sta-
bility of overturning ocean circulation (30). Because our simula-
tions are based on this single model, and because long- term 
transient simulations of glacial/interglacial cycles like those of 
Willeit et al, while promising, are still in their relative infancy, the 
results are not a definitive characterization of climate system 
behavior. Rather, they should be thought of as providing evidence 
of dynamical behavior that is worthy of further investigation 
through multiple modeling frameworks. That is the spirit in which 
this investigation is undertaken.

Results

Model Simulations Results.
Confirmation of previous findings. We first reproduced the basic 
findings of Willeit et al. (23) using a simpler, continuous- execution 
approach over the full 3 My Plio–Pleistocene interval (the original 
authors used a time- splitting technique to optimally reproduce 
each of a number of distinct time segments). Fig. 1 compares the 
results of our standard [forward- in- time (FIT)] experiment with 
proxy measures of ice volume (δ18O), sea level, atmospheric CO2, 
and global mean surface temperature, showing, as in Willeit et al., 
an excellent overall reproduction of the main features of the Plio–
Pleistocene, including the long- term trend toward glaciation and 
cooling, and the occurrence of the MPT between 1.25 and 0.75 My 
BP. The fact that our continuous- execution results so closely resemble 

the time- splitting results of Willeit et al. strongly suggests that the 
long- term trends identified are robust and, as in Willeit et  al., a 
consequence of the long- term forcing rather than, e.g., model drift.

One notable disagreement between model and proxy data 
occurs during Marine Isotope Stage 11 (MIS- 11) interglacial 
between ~425,000 and 375,000 B.P. The model fails to reproduce 
the characteristics of this interglacial, including the substantial 
warming, ice loss, and sea level increase at this time. This is due 
to a known deficiency among models in capturing this unusually 
long interglacial (12). The comparison is further hampered, in our 
case, by the crude representation in CLIMBER- 2 of the Greenland 
Ice Sheet, which could play a particularly important role in 
MIS- 11.

During the first 1.5 My of the simulation (Late Pliocene and 
Early Pleistocene), the concentration of carbon dioxide in the 
atmosphere roughly exceeds 300 ppm, and simulated global surface 
air temperatures exceed (by as much as 1.4 °C) preindustrial levels. 
As we near the MPT, we observe a decrease in CO2 and associated 
cooling. Assisted by the process of regolith removal by ice flow over 
successive glaciations, ice volume accumulates, larger ice sheets take 
hold, and global temperatures decrease substantially. The cyclicity 
of glacial–interglacial cycles evolves, over the course of the MPT, 
from low- amplitude, roughly sinusoidal 20 ky and 40 ky precession 
and obliquity- driven responses to an increasing amplitude, strongly 
asymmetric ~100,000- y “sawtooth” response, despite any substan-
tial changes in orbital forcing. Willeit et al. show that this behavior 
is associated with the dynamics of very large continental ice sheets 
favored by both the long- term volcanic outgassing and regolith 
removal from successive glacial advance and retreat cycles.
FIT vs. BIT experiments. Having reproduced the basic results of Willeit 
et al., i.e., the main features of the glacial/interglacial cycles of the last 
3 My including the MPT, we performed additional experiments to 
assess potential path dependence and hysteresis in the Plio–Pleistocene 
climate evolution. These experiments include “FIT” simulations 
similar to those performed by Willeit et al., and counterfactual “BIT” 
simulations where the model is run backward from the preindustrial 
present to 3 My BP. In practice, this is achieved by forward execution 
of the model, initializing the model with a preindustrial state and 
driving the model with time- reversed versions of the forcings (orbital 
parameters, CO2 volcanic outgassing, and regolith cover). These 

Fig. 1.   Standard (continuous) simulation from −3 My to present. Modeled 
benthic δ18O, relative sea level, atmospheric CO2, and global surface air 
temperature (all relative to modern preindustrial) (black) compared to the 
proxy estimates of these quantities [respectively from Lisiecki and Raymo (31), 
Spratt and Lisiecki (32), Bereiter et al. (33), and Snyder (34)] (blue). The arrow 
indicates the direction of execution of the simulation. The dashed vertical lines 
mark the MPT. The simulation is driven by orbital forcing, optimal regolith 
removal scenario (initial and final spatial distributions of regolith are limited by 
empirical data), and prescribed long- term decline of volcanic CO2 outgassing 
(SI Appendix, Fig. S1). This simulation constitutes our standard FIT simulation.
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simulations provide insight into the consequences of nonlinearities 
and prior state dependence in the specific course of evolution of the 
climate system over the Plio–Pleistocene.

The reversal of the process of regolith removal in the 
time- reversed simulations is arguably unphysical (it would imply 
a decrease in entropy with time). It is still of scientific interest to 
perform the experiment, however, in assessing the path- dependence 
of the entire system. So we consider several alternative scenarios: 
one in which regolith removal a) indeed operates in reverse, and 
scenarios where regolith is kept constant in the reverse simulations, 
including b) at its modern depleted state (which is what the true 
initial condition would in fact be if time was suddenly run back-
ward) and c) at its ancient nondepleted state (which is still instruc-
tive from the standpoint of the behavior of the system). This is 
detailed further in Materials and Methods.

With the BIT simulations, we observe marked path depend-
ence in the behavior of the coupled system, as illustrated in Fig. 2 
by both CO2 and ice volume. The increase in the prescribed (see 
SI Appendix, Fig. S1 for time series of all forcings) volcanic out-
gassing BIT does not generate the high atmospheric CO2 levels 

and relatively ice- free conditions of the Late Pliocene seen in the 
FIT simulations of the same model (Fig. 2). Such hysteresis 
appears regardless of the sediment configuration used. Whether 
regolith is removed, remains in place, or follows a time- reversed 
trajectory, atmospheric CO2 concentrations remain low and ice 
volume high during the late Pliocene and early Pleistocene in the 
BIT simulations relative to the FIT simulations. While the FIT 
simulations start with atmospheric CO2 levels exceeding 360 ppm 
in the Late Pliocene, none of the four BIT experiments ever 
breach 300 ppm. We attribute this disparity to path dependence 
in carbon cycle dynamics, explored in detail in the following 
section.
To better illustrate the hysteresis properties, we have plotted the 
time- averaged (300 ky mean) results for the paired FIT and BIT 
simulations for each of the alternative regolith scenarios (Fig. 3) 
The results for FIT and BIT experiments diverge substantially 
prior to ~1.5 My BP, exceeding 100 ppm atmospheric CO2 and 
10 M km3 in ice volume during the early Pliocene.

While this divergence is seen for each of the regolith scenarios, 
it is most pronounced for the constant, undepleted regolith. This 

Fig. 2.   Atmospheric CO2 and ice volume in regolith removal experiments. To analyze the role of the regolith in the mid- Pleistocene transition, and in general, 
over the last 3 My, we performed 8 simulations: 4 FIT and 4 BIT (see the procedure detailed in Materials and Methods, summarized in SI Appendix, Fig. S1). The 
first FIT is with actual regolith, decreasing from −3 My to the present. Two other simulations with steady regolith as in the present (depleted) or in ancient 
times (undepleted) and finally reversing them. The equivalent BIT simulations have been run by applying the same forcings in the inverse direction in time. Left 
column: FIT executions. Right column, BIT executions by reversing all forcings. Black/red: FIT/BIT executions. Green/brown: FIT/BIT keeping the regolith constant 
as in modern preindustrial value (depleted). Gray/yellow: FIT/BIT keeping the regolith constant as in −3 My ancient (undepleted) value. Blue/orange: FIT/BIT 
reversing sediment. The first FIT simulation, with actual sediment removal, reproduces the proxy measurements of the glacial/interglacial cycles over the last 
3 My. The arrows indicate the direction of execution of the FIT and BIT experiments. The dashed vertical lines mark the MPT (time- reversed for the reversed 
sediment experiments).D
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is due to the fact that the FIT experiments in this case never 
encounter the regolith- free conditions that favor very large ice 
sheets, so global ice volume and ocean carbon storage remain low, 
and atmospheric CO2 levels high, over much of the simulation.
It should be noted that the plots shown in Fig. 3 are not hysteresis 
curves in the standard sense, since the FIT and BIT curves have 
not yet merged at the earliest times (3 My BP) of our simulations. 
A worthwhile extension of this work would involve extended 
simulations that reach further back in time through the Pliocene 
and into the late Miocene.
Path- dependent carbon cycle dynamics. The disparity in 
atmospheric CO2 arises from nonlinear behavior in the ocean 
(35) and terrestrial carbon cycle. Although both experiments have 
the same prescribed forcing, the increase back in time in volcanic 
outgassing, as noted earlier, does not, in the BIT experiments, 
generate the high CO2 levels of the Late Pliocene seen in the FIT 
experiments. Note that differences in volcanic outgassing history 
in the two experiments are due to ice volume changes, which 
impact outgassing as characterized in previous work (36, 37) and 
differ between the FIT and BIT Experiments (see ice volume in 
Fig. 2). While a more detailed analysis of the governing carbon 
cycle dynamics remains the topic of future investigation, we can 
understand this behavior in terms of the different carbon cycle 
responses in the two cases (Fig. 4). In the FIT simulations, the 
pre- MPT interval (first 1.5 My BP) shows an average of ~900 
GtC less ocean carbon content than the BIT simulations. In 
the BIT simulations, the initial state is characterized by modern 
preindustrial conditions and considerably lower (~280 ppm) CO2 
levels than the substantially higher (~350 ppm CO2) late Pliocene 
initial greenhouse state of the FIT simulations. The oceans remain 
cool and stably stratified, favoring substantial continued ocean 
carbon storage which mitigates the rise in atmospheric CO2 
otherwise expected as volcanic outgassing increases back in time. 

Instead of a slow, steady trend toward a Pliocene- like greenhouse 
state back in time, we observe a persistent quasiglacial state of 
relatively low (less than 300 ppm) CO2 levels and (under 13 °C) 
global mean temperature. The increase in ocean carbon content 
is partly offset by decreased (~700 GtC) carbon burial from 
decreased weathering and CaCO3 ocean deposition due to cooler 
ocean surface temperatures and a weaker hydrological cycle. These 
two opposite sign effects don’t quite cancel, with a residual increase 
in net carbon burial of ~200 GtC, consistent with the roughly 
100 ppm lower (~200 to 250 ppm vs. 300 to 350 ppm) average 
pre- MPT CO2 levels in the BIT experiments (see SI Appendix, 
Fig. S2 for details).

The greater solubility of carbon in cold glacial oceans leads to 
a lowering of atmospheric CO2 levels. Changes in the oceanic 
carbon sink are attributed to physical or biological mechanisms 
(35) such as changes in ocean temperatures and solubility, the 
volume of the Southern Ocean’s deep water masses (38), changes 
in marine biology (39) and ocean carbon pool imbalance associ-
ated with different time scales in bicarbonate land- to- ocean flux 
and CaCO3 burial flux. A more detailed exploration of the behav-
ior of the ocean and terrestrial carbon cycle behavior in these 
simulations is currently being pursued and will be described in 
forthcoming work.
Mid- Pleistocene transition. To assess the spectral characteristics 
of the climate evolution for the various scenarios, we perform a 
wavelet analysis on the glacial ice volume series (Fig. 5). For the 
standard FIT experiment (panel A), we see the well- established 
pattern (40, 41) of low- amplitude precession-  and obliquity- driven 
20 ky and 40 ky variability prior to the MPT, and larger- amplitude 
~100 ky variability after the MPT, with the transition in character 
taking place within the MPT (−1.25 to −0.75 My). Essentially 
the same results are obtained (panel C) for the constant depleted 
sediment FIT experiment, suggesting that the CO2 history, 

Fig. 3.   Atmospheric CO2 and ice volume anomalies as a function of time (My). Atmospheric CO2 concentration (ppm) (Left) and ice volume anomalies (mln km3) 
(Right) have been calculated with respect to the Present, averaging every 300 ky to analyze long- term trends and represented against time (My). (A, B) Black/red: 
FIT execution (black) with actual regolith, decreasing from −3 My to the present compared with BIT (red), same forcings but reversing the time. (C, D) Green/
brown: FIT/BIT keeping the regolith constant as in modern preindustrial value (depleted). (E, F) Gray/yellow: FIT/BIT keeping the regolith constant as in −3 My 
ancient (undepleted) value. (G, H) Blue/orange: FIT/BIT reversing regolith.
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rather than the precise evolution of sediment depletion, most 
fundamentally determines the onset of the MPT. The MPT is not 
observed, on the other hand, for either the constant undepleted 
(panel E) or reversed sediment (panel G) experiments, both of 
which lack spectral power at the 100 ky timescale throughout the 
duration of the simulation. Collectively, these results suggest that 
depleted regolith and lowered CO2 levels are required to produce 
the 100 ky sawtooth cycle.

Additional insights are derived from the wavelet analyses of the 
BIT experiments. The most striking observation is that precession 
and obliquity- driven variability is uniformly greater in amplitude 
throughout the simulated time interval (Fig. 5), consistent with 
the more persistent glacial conditions found in the BIT simula-
tions. In the standard BIT experiment (panel B), we additionally 
observe the MPT to take place during the same time interval 
(−1.25 to −0.75 My) as in the corresponding FIT experiment. 
This is as expected since the same combination of low CO2 and 
depleted regolith is present at that time. However, as noted earlier, 
this is arguably an unphysical scenario since regolith cannot spon-
taneously reassemble back in time.

A more physically consistent scenario is that once the supply 
of regolith is depleted, it remains depleted. In this scenario, where 
we assume constant depleted sediment, the 100 ky variability is 
present uniformly throughout the full simulated interval (panel D).  
In this case, we have the required combination of factors (low CO2 
and depleted regolith) present throughout the entire simulation. 
On the other hand, 100 ky variability is entirely absent in the 
constant undepleted sediment simulation (panel F), since only 
one of the two required factors (low CO2) is present. Finally, the 
MPT is observed instead during the mirrored time interval of 
−2.25 My to −1.75 My, and in the opposite direction (the 100 ky 
signal disappears rather than appears) in the reversed sediment 
experiment (panel H), as expected since the required factors (low 
CO2 and depleted regolith) are only present during the early part 
of the simulation.

These experiments are extremely clarifying with respect to the 
origins of the 100 ky signal. It is seen to be a robust and predictable 
consequence of the dynamics of large ice sheets favored by low 
CO2 combined with depleted regolith.

Discussion

Using the CLIMBER- 2 Earth System model, which includes the 
critical ocean, atmosphere, cryosphere, and carbon cycle processes and 
couplings needed for a comprehensive simulation of Plio–Pleistocene 
climate evolution, we investigated the evolution of Northern 
Hemisphere glaciation over the past 3 My. We find that this evolution 
is path dependent and, to be specific, not reversible in time. In exper-
iments beginning with modern preindustrial conditions and driving 
the model back in time with time- reversed Earth orbital and tectonic 
forcing, the warm, relatively ice- free conditions of the late Pliocene 
and early Pleistocene are not reproduced. This hysteresis behavior is 
shown to be a consequence of nonlinearities in the ocean and terres-
trial carbon cycle, including an initial state dependence wherein car-
bon storage by glacial oceans opposes the tendency for atmospheric 
CO2 increase derived from increased volcanic outgassing. Our exper-
iments reinforce the picture of a Plio–Pleistocene climate system that 
allows for the coexistence of two regimes in the ocean–atmosphere–
cryosphere carbon cycle system at the glacial/interglacial time scale: 
one with relatively high CO2, little ice, a persistent warm ocean, and 
small amplitude ~20 to 40 ky obliquity/precession- driven glacial/
interglacial cycles, and the other with lower CO2, more extensive ice, 
a cold ocean, and high- amplitude ~100 ky glacial/interglacial cycles 
where eccentricity plays a greater role. These two attractors differ in 
the activation of feedbacks between ocean, ice, and carbon dynamics. 
The time interval of the past 3 My does not appear to capture a large 
enough range in external forcing to contain an entire hysteresis loop. 
Over the range of forcing analyzed, we thus see only transitions from 
the former to the latter regime.

This path- dependence also impacts the occurrence and timing 
of the so- called MPT from low- amplitude sinusoidal precession-  
(~23 ky) and obliquity-  (~41 ky) driven glacial/interglacial cycles 
to high- amplitude ~100 ky sawtooth cycles seen between −1.25 
My and −0.75 My, involving a much more nonlinear response to 
orbital forcing. While robustly present in our FIT experiments, we 
find that the MPT disappears in BIT integrations depending on 
how regolith depletion is handled. In the most physically realistic 
scenario, where regolith, once depleted in FIT integrations, remains 
so in time- reversed situations, the ~100 ky sawtooth cycle is 

Fig. 4.   Dynamics of carbon cycle pools in experiments. Left column: FIT execution. Right column: BIT execution by reversing all forcings. (Panels A and B) Volcanic 
outgassing flux (GtC/yr), (C and D) atmospheric carbon dioxide concentration in ppm, (E and F) global surface air temperature (C), (G and H) total ocean carbon 
change (GtC), (I and J) total land carbon change (GtC), (K and L) sum of total carbon change in CaCO3 burial, flux land to the ocean, Terrestrial weathering, and 
volcanic outgassing (GtC). The arrows indicate the direction of execution of the FIT and BIT experiments. The dashed vertical lines mark the MPT.
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uniformly present throughout the entire course of the time- reversed 
simulations. If regolith instead is kept in its undepleted state, there 
is no ~100 ky sawtooth cycle over the course of the time- reversed 
simulations. The 100 ky signal is consequently seen, in our exper-
iment, to be a robust and predictable consequence of the dynamics 
of large ice sheets favored by low CO2 combined with depleted 
regolith. Further work will be necessary to confirm these findings 
and to better understand the key coupled ocean–atmosphere–bio-
geochemical mechanisms that underlie them.

Materials and Methods

Model and Experimental Design. The CLIMBER- 2 model (30, 36, 39, 
43–45) is a global Earth system model of intermediate complexity which 
combines reasonable accuracy with computation speed, allowing simulations 

of hundreds of thousands of years at a time. It includes a 2.5- dimensional 
statistical- dynamical atmospheric model, a 2‐ dimensional 3- basin ocean 
model, the 3- dimensional thermomechanical ice- sheet model SICOPOLIS 
applied only to the Northern Hemisphere, dynamical terrestrial vegetation 
model, ocean carbon cycle model, aeolian dust cycle, and other components. 
The ice sheet model is only applied to the Northern Hemisphere; the Antarctic 
ice sheet is assumed to contribute an additional 10% to global ice volume 
variation. The ocean carbon cycle includes modules for marine biota, oceanic 
biogeochemistry, and marine sediments. CLIMBER- 2 works with a coarse 
spatial resolution, allowing only continental- scale features and different 
oceanic basins to be resolved. However, this parameterization allows a rea-
sonable computational speed that completes simulations of 3 My in just 
over a month (24).

The carbon- cycle model (39) has been configured in an open C- cycle. 
Atmospheric CO2 concentration is computed by the model from the following 
equation, using a conversion factor of 0.47ppm GtC−1 (46).

Fig. 5.   Wavelet (42) spectra of ice volume. Black contours indicate the 5% significance level against red noise. Left column: FIT executions. Right column: BIT 
executions by reversing all forcings. (A, B) Black/red: FIT/BIT executions; the black- one reproduces proxies. (C, D) Green/brown: FIT/BIT keeping the regolith 
constant as in modern preindustrial value (depleted). (E, F) Gray/yellow: FIT/BIT keeping the regolith constant as in −3 My ancient (undepleted) value. (G, H) Blue/
orange: FIT/BIT reversing sediment. For each of the 8 simulations the normalized amplitude evaluated in 1,000- y steps is indicated by a color scale shown at 
the Bottom of the plot. The horizontal white lines represent the orbital periods of precession (∼23 ky), obliquity (∼41 ky), and eccentricity (∼100 ky). The dashed 
vertical lines mark the MPT (time- reversed for the reversed sediment experiments).
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CLIMBER- 2 was run over the mid- Pliocene to Present, from 3 to 0 My BP, driven 
by prescribed gradual decrease in volcanic outgassing and regolith removal from 
basal ice interactions. The configuration was similar to that performed by Willeit 
et al. (23), but unlike this previous study, we did not use the time- splitting tech-
nique in this work. To analyze long- term processes related to the carbon cycle, our 
experiments were performed in a single run, leaving the model to evolve over 3 
My. SI Appendix details the simulations carried out with different histories in the 
gradual regolith removal, selecting those that best reproduced the MPT vs. the proxy 
measurements, such as the reference FIT experiment.

Once the forcings configuration that best reproduce the glacial/interglacial 
cycles of the last 3 My was determined (FIT—black), with particular attention to the 
MPT, the BIT experiment (BIT—red) was designed by reversing all forcings: Solar 
cycle (eccentricity, obliquity, and longitude of perihelion), prescribed volcanic 
outgassing (23, 36), and sediment masks. After the simulation was run, the time 
axis was flipped.

To analyze the role of regolith, three additional experiments were performed 
forward and BIT: keeping them constant as in modern preindustrial value 
(depleted) (FIT—green/BIT—brown), keeping the regolith steady as in −3 My 
ancient (undepleted) value (FIT—Gray/BIT—Yellow), and finally reversing then 
(FIT—Blue/BIT—Orange). SI Appendix, Fig. S1 details the forcings prescribed in 
every experiment.

Data, Materials, and Software Availability. All study data are included in the 
article and/or SI Appendix.
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[1]

Atmospheric CO2
(

ppm
)

=

initial CO2 prescribed (ppm)−0.47∗∫
t

0

(ocean carbon+ land carbon+CaCO3 burial+

atmospheric consumption terrestrial weathering+bicarbonate flux from land to ocean+volcanic out gassing)dt

.
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