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Heat extremes pose pronounced threats to social-ecological systems and are projected to become
more intense, frequent, and longer. However, the mechanisms driving heatwaves vary across
heatwave types and are not yet fully understood. Here we decompose perturbations in the surface
energy budget to categorize global heatwave-days into four distinct types: sunny–humid (38%),
sunny-dry (26%), advective (18%), and adiabatic (18%). Notably, sunny-dry heatwave-days decrease
net ecosystem carbon uptake by 0.09 gCm−2 day−1 over harvested areas, while advective heatwave-
days increase the thermal stress index by 6.20 K in populated regions. In addition, from 2000 to 2020,
sunny-dry heatwaveshave shown themostwidespread increasecompared to1979 to1999,with 67%
of terrestrial areas experiencing adoubling in their occurrence.Our findingshighlight the importanceof
classifying heatwave-days based on their underlying mechanisms, as this can enhance our
understanding of heatwaves and improve strategies for heat adaptation.

The increasingnumberof heat extremes, aswell as the intensified frequency,
duration, and intensity of heatwaves, stands out as one of the most sig-
nificant facets of global warming.1 This phenomenon poses a heightened
threat to various aspects, including human health,2 food production,3 plant
carbon sequestration capabilities,4 and the functioning of essential
infrastructure.5 In addition to the overall statistics, heatwaves present dis-
tinct social-ecological impacts,6–8 further complicating human adaptation to
the warming climate. The previous study used the characteristics, e.g.,
humidity and intensity, of heatwaves to explain the direction, i.e., positive or
negative, and the magnitude of their impact on plants and human health.
Dry extreme events are frequently associated with dry soils and intensified
land-surface interactions,9 thus reducing crop yields7 but relieving heat
stress on humans.8 In contrast, humid heat is often linked to the onset of
monsoon10 and may, to some extent, enhance crop production7 but lead to
higher human mortality.11 Moreover, heatwaves with high intensity are
observed to be more likely to induce human mortality.6 It is therefore
essential to categorize heatwaves and examine them individually.7

However, a classification based solely on heat characteristics (e.g.,
humidity and intensity) may prove inadequate, as it fails to consider the
underlying drivers, and therefore would be difficult to explain the varying

impacts of heatwaves. The existing literature links the occurrence of extreme
heat events to various energy-related drivers, including adiabatic heating,
advective heating, and diabatic heating,12 which in turn are influenced by
large-scale circulation patterns and interactions between land and the
atmosphere.13 Furthermore, both diabatic heating caused by land-
atmosphere interaction9 and dry heat advection14 can induce a heatwave
with low humidity. Nevertheless, the latter kind is not necessarily accom-
panied by decreased soil moisture and thus depressed vegetation produc-
tion. Similarly, humid heat extremes can be attributed to different causes,
including moist heat advection15 and solar radiation.16 Given that human
heat stress is a function of air temperature, wind, radiation, and humidity,17

these two kinds of mechanismsmay result in a differential human response
to the humid heatwave. It is therefore essential to provide a quantitative
description of the heat-generating mechanism and to undertake a sub-
sequent classification of heatwaves.

Furthermore, the magnitude of heatwave frequency change has dif-
fered across regions in the historical period. West Europe, Mediterranean,
and North Australia experienced the most significant increase in heatwave
frequency over recent decadeswith a fixed threshold.18,19 The discrepancy in
heatwave trendsmay be attributable to the differing heatwavemechanisms.
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It has been demonstrated that the occurrence of compound hot and dry
extreme events is determined by precipitation trends rather than tem-
perature variation,20 thereby implying disproportionate variations of dif-
ferent forms of heatwaves compared to the overall changes in heat extremes.
In addition, global warming may alter atmospheric circulation21 and land-
atmosphere interactions,22 which can generate heatwaves through differing
mechanisms13 and might therefore lead to varying trends in heat extreme
frequency. Hence, it is important to conduct individual investigations into
the changes in heatwaves driven by different mechanisms.

In this paper, we cluster global summer heat extremes based on their
primary drivers, which are identified based on a decomposition of tem-
perature anomalies into the surface energy perturbation. A previous study
has introduced a framework for quantifying the impact of adiabatic heating,
advective heating, and diabatic heating on the occurrence of annual hottest
days.12 Expanding on it, the diabatic heating terms canbe further subdivided
into net shortwave radiation, downward longwave radiation, surface latent
heat flux, surface sensible heat flux, and ground heat exchange, the relative
importance of which varies depending on the region and the type of heat-
wave. For example, in Europe and the Tibetan Plateau, heatwaves are often
attributed to increased solar radiation,16,23 whereas in the Arctic, high-
temperature extremes are associated with positive anomalies in downward
longwave radiation and enhanced heat advection from lower latitudes.15,24

Besides, the contribution of latent and sensible heat fluxes to temperature
anomalies can differ between dry and humid heat waves.14 Given this
complexity, here we adopt the full decomposition of temperature anomalies
based on the surface energy balance to determine the dominant factors
contributing to each heat extreme, which is then used to cluster heatwave-
days at the global scale. Followingly, we investigate the mechanisms,
impacts, and historical trends of the different types of heat extremes. To this
end,weassociate different typesof heat extremeswithhydro-meteorological
variables including geopotential height, horizontal and vertical wind speed,
cloud cover, and soil moisture, with a view to exploring the underlying
mechanisms. And we compare the impacts of different kinds of heat
extremes on ecosystems andhumanhealth by quantifying their effect onnet
carbon uptake and a thermal stress index. Finally, we present the frequency
changes in the different types of heat extremes by comparing period of
2000–2020 and 1979–1999.

Results
Clustering heatwave-days based on the surface energy
perturbations
We focus on heatwave-days, which are defined based on the 99th percentile
threshold with a 15-day moving window. In the subsequent analysis, we
only consider extensive (>40,000 km2) and persistent (≥6 days) heatwaves
(see Methods: Identification of 3-dimensional heatwaves and definition of
heatwave-days). Decomposing temperature anomalies of heatwave-days
highlights geographical variations in the seven primary drivers (Supple-
mentary Information Text S1), including surface advective heating
(ΔTADV), surface adiabatic heating (ΔTADIA), surface net solar radiation
(ΔTRs), surface downward longwave radiation (ΔTRld), surface latent heat
flux (ΔT�LE), surface sensible heat flux (ΔT�H), and ground heat flux
(ΔTQ) (see Methods: Decomposition of the temperature anomalies during
heatwave-days and Supplementary Information Figs. S1–S3). Accordingly,
the clustering of summer heatwave-days reveals four distinctive energy
perturbation patterns (Fig. 1, see Methods: Clustering the heatwave-days
based on energy perturbation). The number of four clusters emerges as the
optimal number of clusters based on the Silhouette score25 (Supplementary
Information Fig. S4). Building upon the dominant surface energy input, the
four types are referred to as “sunny-humid” (S-H), “sunny-dry” (S-D),
“advective” (Adv), and “adiabatic” (Adia) heatwave-days, respectively.

Sunny-humid (S-H) heatwave-days account for 38% of all heatwave-
days and are predominantly observed in high latitude and tropical regions,
including Canada, Europe, Russia, Central South America, Central Africa,
SouthChina, and Southeast Asia (Fig. 1a). Sunny-humid heatwave-days are
distinguished by substantial positive anomalies in surface solar radiation

and the offset effect of enhanced evaporative cooling (Fig. 1b). Sunny-dry
(S-D) heatwave-days, representing 26% of all heatwave-days, are more
frequently observed in subtropical regions, including south United States,
Brazil, East and South Africa, India, North China, Southeast Asia, and
North Australia (Fig. 1c). An increase in solar radiation is a defining
feature of sunny-dry heatwave days, which is further amplified by a
reduction in evaporation (Fig. 1d). Advective (Adv) and adiabatic (Adia)
heatwave-days, each accounting for 18% of the total heatwave-days, are
primarily caused by reinforced horizontal heat advection (Fig. 1f) and
adiabatic heating (Fig. 1h), respectively. These two types, deviate from
the aforementioned two types by exhibiting stronger anomalies in
longwave radiation, rather than solar radiation. They are predominantly
observed in extremely cold or arid areas, such as Greenland and the
Sahara Desert (Fig. 1e, g). The robustness of our clustering was
demonstrated through sensitivity analyses, which revealed that it
remained consistent across a range of parameter specifications, thresh-
olds, surface adiabatic and advective heating proxies, and clustering
methods (Supplementary Information Text S2 and Figs. S4–S9).

The two sunny types (sunny-humid and sunny-dry) are located at
humid, sub-humid, and semi-arid regions, with aridity index (defined as
(Mean annual precipitation)/(Mean annual potential evapotranspiration))
exceeding 0.2 in the majority of cases, while advective and adiabatic
heatwave-days generally occur at arid or hyper-arid regions (Fig. 1i, j).
Furthermore, the sunny-humid type is more prevalent in regions with
higher humidity than the sunny-dry type. In contrast, the latter is more
prevalent in areas exhibiting a higher correlation between summer tem-
perature (T2m) and soil moisture (SM) anomaly (Fig. 1k, l).

Mechanisms and social-ecological impacts of the four types of
heatwave-days
The distinction in the surface energy perturbation contributions for the four
heatwave categories is further associated with the varying hydro-
meteorological conditions (see Methods: Composite analysis and sig-
nificant test). While all four heat wave types occur during high-pressure
systems (Fig. 2a), only sunny-humid and sunny-dry heatwave-days are
characterized by a significant reduction in cloud cover (Fig. 2b), which leads
to positive anomalies in shortwave radiation and triggers the two sunny-
type heat extremes (Supplementary Information Fig. S10a, b). Despite the
similar atmospheric settings, the two sunny types of heatwave-days are
further distinguished from each other by the amplifier, i.e., the surplus term
in the surface energy perturbation to sustain the heat extremes. During
sunny-humid heatwave-days, the enhancement of solar radiation is suffi-
cient to contribute to the heat storage of the boundary layer, thereby
increasing the downward longwave radiation and maintaining the high
temperature after lag 0 (Supplementary Information Fig. S10a). Never-
theless, during sunny-dry heatwave-days, the high temperature is sustained
and amplified by the negative anomalies in latent heating (i.e., an increase in
-LE) (Supplementary Information Fig. S10b), which is further caused by a
more pronounced decrease in soil moisture (Fig. 2c) and supplements the
relatively slight variation in geopotential height (Fig. 2a). In contrast,
advective heatwave-days are distinguished by positive horizontal heat
advection near the surface due to an increase in temperature gradient
(Fig. 2d) and stronger surface wind speeds (Fig. 2e). Adiabatic heatwave-
days are accompanied by intensified subsidence of air, as shown by the
downward triangles in Fig. 2f. Furthermore, the heat advection and adia-
batic heating result in increased heat storage in the boundary layer simul-
taneously, thus promoting the enhancement in downward longwave
radiation as the amplifier of advective and adiabatic heatwave-days (Sup-
plementary Information Fig. S10c, d).

While the present study is primarily concerned with the mechanisms
involved, the impact analysis serves to further distinguish the four identified
heatwave types. Accordingly, an investigation is conducted into the impacts
of the four identified types of heatwave-days on ecosystems and thermal
stress on humans.We have limited our consideration to locations that have
experienced all four types of heatwaves during the period 1979–2020 to
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exclude the influenceof the geographical locations (seeMethods:Composite
analysis and significant test and Supplementary Information Fig. S11). As
shown in Fig. 3a, the net ecosystem carbon uptake (-NEE) is diminished by
0.06 gCm−2 day−1 during sunny-dry heatwave-days (0.09 gCm−2 day−1

over harvested area). The most pronounced declines in -NEE are observed
in the southeastern United States, western Russia, north-eastern China,
Brazil, Central and South Africa, and northern Australia, reaching up to
0.1 gCm−2 day−1 (Supplementary Information Fig. S12). The decrease in
-NEE is attributable to a greater decline in gross primary productivity (GPP)
than in total ecosystem respiration (TER). GPP is observed to decrease by
approximately 0.12 gCm−2 day−1 (Fig. 3b) during sunny-dryheatwave-days
(0.16 gCm−2 day−1 over harvested area) due to the concurrence of high
temperatures and low soil moisture (Fig. 2c), subjecting the plants to both
thermal and water stress. High temperatures suppress TER by about
0.06 gCm−2 day−1 (0.07 gCm−2 day−1 over harvested area) during sunny-
dry days (Fig. 3c), which is approximately half of the reduction in GPP.
Although reduced TER serves to compensate for the weakening of GPP,

thereby alleviating the decrease in carbonuptake, it nevertheless indicates an
overall suppression of vegetation growth during the sunny-dry heat-
wave-days.

While sunny-dry heatwave-days have the most detrimental impact on
plant productivity, they have the least influence on human thermal stress
(Fig. 3d~f). When all locations that have experienced all four types of
heatwaves are considered, advective heatwave-days have the greatest impact
onhuman thermal stress.However, the differences among the four types are
relatively minor (as illustrated by the solid boxplot in Fig. 3d). When the
analysis is restricted to populated areas (population density >=1 person
km−2), advective heatwave-days show a more pronounced positive TSI
anomalies,with ameanvalue reaching 6.20 K (dashed boxplot in Fig. 3d). In
regions such as Canada, Russia, Inner Mongolia, and the south coast of
Australia, TSI anomalies even exceed 10.0 K (Supplementary Information
Fig. S13). The detrimental impact of advective heatwave-days on human
thermal stress primarily result from the combination of high dry-bulb
temperature and relative humidity (Fig. 3e, f).

Fig. 1 |Distributionof four kinds of heatwave-days and the corresponding energy
perturbation patterns. a, c, e, and gDistribution of frequency and (b,d, f, and h) the
corresponding energy perturbation distributions for (a, b) sunny-humid, (c, d)
sunny-dry, (e, f) advective, (g, h) adiabatic heatwave-days. i, kDistribution of aridity
index (multi-year mean precipitation divided by multi-year mean potential eva-
poration) and f(T2m, SM) (Pearson correlation coefficient between summer tem-
perature and soil moisture anomaly). j, l Aridity index and f(T2m, SM) of the four
types of the heatwave-days. In panels a, c, e, g, i and k, the grey mask is the area
excluded in this study, i.e., marine region and theAntarctica. In panels b,d, f,h, j and
l, the boxplot shows the median of and spread among the heatwave-days inside the
clustering, with the box representing the interquartile range and the whiskers
representing the 95th and 5th percentiles; stars denote mean values that are

significantly different from normal conditions (p < 0.01), with the red ones higher
than zero and the blue ones lower. In panel j, the dashed lines indicate 0.75, 0.5, and
0.25, which divides the regions into humid, subhumid, subarid, and arid regions.
ΔTADV, ΔTADIA, ΔTRs, ΔTRld, ΔT�LE, ΔT�H, and ΔTQ are the contribution of
advective heating, adiabatic heating, net surface solar radiation, downward longwave
radiation, surface latent heat flux, surface sensible heat flux, and the ground heat flux
to the temperature anomalies during heatwave-days. Note that for each heatwave
day, the energy perturbation array [½ΔTADV, ΔTADIA, ΔTRs, ΔTRld, ΔT�LE, ΔT�H,
and ΔTQ] are normalized by their Manhattan norm, i.e., dividing each term in the
array by the sum of the absolute values, to make the values comparable among
heatwave-days while keeping relative magnitude and signs within each heatwave-
day (Supplementary Information Text S3).
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Historical changes in occurrence of summer heatwave-days
To investigate historical changes,we present the differences in the frequency
of four types of heatwave-days between the 2000–2020 period and the
1979−1999 period in Fig. 4. With the mean temperature shifts to a warmer
level, the frequency of all four types of the heatwave-days have increased.
However, the hotspot and the increasing rate vary. The most widespread
increase is observed in the frequency of sunny-dry heatwave days. Figure 4a
demonstrates that approximately 67%, 54%, and 46% of the land area have
experienced increases of 1, 2, and 3 times, respectively, in sunny-dry heat-
wave days. The regions exhibiting the greatest increase in sunny-dry heat-
wave days are those that are semi-humid and semi-arid (Fig. 4c). These
regions also demonstrate a high correlation coefficient between temperature
and soil moisture (Fig. 1k), including the southern United States, western
Europe, north-eastern China, central and south-east Asia, East Africa,

south-west India, South Asia, and north-east Australia. Additionally, 60%
(51% and 44%) of the land area has experienced 1 (2 and 3) times more
sunny-humid heatwave-days, located in humid and semi-humid regions,
including west Canada, west Europe, east Eurasia, west South America,
centralAfrica, SouthAsia and southeastAsia (Fig. 4b).Moreover, 60% (51%
and 44%) and 51% (44% and 38%) of the land area has experienced 1 (2 and
3) times more advective and adiabatic heatwave days, respectively. These
increases are typically observed in regions with low temperatures and high
aridity (Fig. 4d, e).

Since a lack of preparedness can intensify the impacts of heatwaves,
Fig. S14 (in Supplementary Information) highlights the newly affected
locations of the four types of heatwave-days, i.e., where the heatwave-days
only occur during 2000–2020 but not present during 1979−1999
(FrequencyHW type;1979�1999 ¼ 0). Approximately 27% of the land area (30%

Fig. 2 | Mechanisms of four kinds of summer heatwave-days. Anomalies of (a)
geopotential height on 500 hPa, (b) total cloud cover fraction, (c) surface soil
moisture, (d) near-surface heat advection rate due to the anomalous horizontal
temperature gradient, (e) near-surface heat advection rate due to anomalous hor-
izontal wind speed, and (f) vertical velocity for sunny-humid (S-H), sunny-dry (S-
D), advective (Adv), and adiabatic (Adia) heatwave-days. The boxplot shows the
median of and spread among the heatwave-days inside the clustering, with the box
representing the interquartile range and the whiskers representing the 95th and 5th

percentiles. In Panels d and e, u and v are zonal andmeridional wind speed, T 0
x , and

T 0
y are zonal andmeridional temperature gradients, and d represents deviation from

climatology; the near-surface proxy is calculated in a similar way as near-surface
advective and adiabatic heating (see Methods: Decomposition of the temperature
anomalies during heatwave-days). Triangles denote mean values significantly dif-
ferent from normal conditions (p < 0.01), with the upward ones presenting positive
and the downward ones negative, except Panel f, where the upward and downward
triangles present anomalous ascent and descent of the air, respectively.

Fig. 3 | Impacts of four kinds of summer heatwave-
days on ecology and humans. Anomalies of (a)
gross primary productivity (GPP), (b) terrestrial
ecosystem respiration (TER), (c) carbon uptake
(-NEE, i.e., the negative value of net ecosystem
exchange), (d) thermal stress index (TSI), (e) dry
temperature (Tdry), and (f) relative humidity (RH)
for sunny-humid (S-H), sunny-dry (S-D), advective
(Adv), and adiabatic (Adia) heatwave-days. In
Panels a, b and c, dashed boxplot represents the
results over harvest area (crop area fraction >0). In
Panels d, e and f, dashed boxplot represents the
results over populated area (population density >=1
person km−2). The boxplot shows the median of and
spread among the heatwave-days inside the clus-
tering, with the box representing the interquartile
range and the whiskers representing the 95th and
5th percentiles. Triangles denote mean values that
are significantly different from normal conditions
(p < 0.01), with the upward ones presenting positive
and the downward ones negative. And all variables
are detrended.
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of populated regions) began to encounter advective heatwave-days only
after 2000, which is the largest among the four types. Approximately 26% of
the land area (29% of populated regions) only began to experience adiabatic
heatwave-days after 2000. The newly affected locations for both advective
and adiabatic heatwave days are distributed globally, with Greenland
exhibiting themost pronounced increase. Additionally, approximately 18%
of the land area (22% of populated regions) began to experience sunny-
humid heatwave-days only after 2000, and about 24% of the land area (26%
of populated regions) started to experience sunny-dry heatwave-days in the
same period. The newly affected locations for sunny-humid heatwave-days
are predominantly located in the subtropics, with Central America, Central
Europe, Inner Mongolia, and Southeast Asia representing significant hot-
spots. The majority of mid- and high-latitude regions have been affected by
sunny-dry heatwaves, with the most pronounced increase occurring in
Central South America, Western Europe, the Mediterranean, Central
Africa, and North-Eastern China.

Discussion
We have analyzed temperature anomalies of terrestrial summer heatwave-
days during 1979–2020 and categorized heatwave-days into four types
based on the contributions of surface energy perturbations. As shown in
Fig. 5, sunny-humid and sunny-dry heatwave-days are accompanied by
high pressure and less cloud, with sunny-dry ones amplified by less soil
moisture. Advective and adiabatic heatwave-days are caused by anomalies
in thehorizontal heat advection andvertical airmovement, respectively, and
are strengthened by increased downward longwave radiation. Among the
four types, sunny-dry heatwave-days cause the most harm to ecosystem
production in harvested regions. Meanwhile, the advective type has the
greatest impact on human thermal stress in populated areas. Compared to
1979−1999, 67% of terrestrial areas experienced a doubling sunny-dry
heatwave day during 2000–2020. Additionally, 27% of terrestrial areas only
began to experience advective heatwaves after 2000.

The observed prevalence of adiabatic heating in mountainous areas
and advective heating along the coast and high-latitude regions aligns with
the previous findings.12 However, inconsistencies emerge in mid-latitude
regions. This discrepancy can be attributed to our focus on large three-
dimensional heatwaves defined by maximum daily temperature and the

calculation of climatology over a 42-year period, which differs from the
existing literature that targeted at the days with the highest annual daily
mean temperature and computed climatology over a four-year period
before and after.12 Furthermore, our specific emphasis on large spatio-
temporal contiguous heatwaves may contribute to a reduction in humid
extremes (Fig. 4f), which is consistent with the previous finding that the
compound hot-dry events have a larger heat intensity than heatwaves
alone.26 Our findings reinforce the notion that three-dimensional (spatio-
temporal) heatwaves possess distinctive drivers and characteristics when
compared to one-dimensional high-temperature days. This underscores the
necessity for the analysis of spatio-temporal dimensional heatwaves, par-
ticularly those of considerable intensity, given their more pronounced
spatial and temporal cumulative impacts.27

Additionally, discrepancies may emerge from the differentiation
between Eulerian and Lagrangian methodologies. A Lagrangian analysis
offers a more detailed history of the heatwave event, particularly for events
with long Lagrangian lifetimes. Nevertheless, the decomposition of tem-
perature anomalies into seven energy perturbations as in this study with a
Lagrangian analysis would necessitate the interpolation of all related vari-
ables from grid-point datasets onto trajectories. This could introduce bias
and increase the computational complexity. Moreover, the Eulerian
approach can still capture relevant aspects of the history of air parcels. For
example, it can identify whether air parcels have been pre-heated prior to
reaching the target location, where warmer parcels contribute a greater
amount of downward longwave radiation towards the surface.28 Accord-
ingly, the Eulerian method is employed in this study to achieve an optimal
balance between computational efficiency and the provision of meaningful
insights into the thermal dynamics of heatwave events.

Our study provides insights into the changes in heatwave-days, sug-
gesting that these changes may result not only from variations in individual
drivers but also from the interactions between compounding drivers. It is,
therefore, intriguing to further explore the interaction between the com-
pound driver. In the case of sunny-dry heatwave-days, the relationship
between anomalies in the compounding drivers, solar radiation and latent
heat flux, may be influenced by the correlation between variations in cloud
cover and soil moisture29 and land-air interaction.9 In the case of sunny-
humid, advective, and adiabatic heatwave-days, the triggering components

Fig. 4 | Historical changes in frequency of the four types of heatwave-days.
a Percentage of the land area experiencing 1–3 times increase of the four types of the
heatwave-days during 2000–2020 period compared with 1979–1999 period.

b–e Distribution of the difference in frequency of the four types of heatwave-days
between 2000–2020 period and 1979–1999 period.
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are solar radiation, heat advection, and adiabatic heating, respectively, while
all the amplifiers are downward longwave radiation. This can be understood
by the semi-empirical formula of downward longwave radiation,28 which
reveals that downward longwave radiation is sensitive to heat storage and
humidity of the air column.The radiative kernel, representing the sensitivity
of downward longwave radiation changes to temperature, humidity, and
cloud cover, has been observed to increase on a global scale.30 This canpartly
contribute to the increase of the sunny-humid, advective, and adiabatic
heatwave-days.

In conclusion, our research emphasizes the importance of categorizing
heat extremes based on their varying underlyingmechanisms. This can help
to improve the representation of heatwaves in climate models, therefore
contributing to more robust societal adaption to increasing temperature.
We identify varying geographical distributions and impacts of the different
types of heat extremes, which underscore the necessity for a region-specific
approach when addressing distinct heat-related risks. Additionally, we
highlight different historical trends in heatwave-days, particularly the most
widespread increase in sunny-dry heatwave-days and the largest new-
affected area of advective heatwaves, which implies additional heat stress on
terrestrial ecosystems and human being health.

Materials and methods
Data
The ERA531 reanalysis datasets during the period of 1979–2020 are
employed in this study. In the ERA5-single-level dataset, the following
variables are downloaded: daily maximum air temperature (Tmax), daily
mean (average of hourly data) of surface temperature (Ts), 2 m air tem-
perature (T2m), surfacenet solar radiation (Rs), surface downward longwave
radiation (Rld), surface latent heat flux (LE), surface sensible heat flux (H),
total cloud cover (TCC), surface soil moisture (SM), surface pressure (Ps),
relative humidity (RH), and universal thermal climate index (TSI).17 In the
ERA5-pressure-level dataset, the following variables are downloaded: geo-
potential height at 500 hPa (Z500), air temperature (Tpl), horizontal wind
speed (upl and vpl), and vertical velocity (ωpl) on 950 hPa, 850 hPa, 750 hPa,
and650 hPa.The spatial resolution is 0:25°×0:25°. It shouldbenoted thatRs
and Rld are positive downward (from the air to the land surface), while LE
and H are positive upward (from the land surface to the air).

FLUXCOM32,33 monthly estimates (with climate data input from the
ERA5 dataset) of gross primary productivity (GPP), terrestrial ecosystem
respiration (TER), and net ecosystem exchange (NEE) are downloaded and
regridded to a resolution of 0:25°× 0:25°from a resolution of 0:5°× 0:5°. As
the FLUXCOM dataset spans the period from 2001 to 2015, the impact of
heatwave-days on the ecosystem is presented for these 16 years only. In
order to consider vulnerability, crop area fraction34 and the Gridded
Population of the World (GPW) population density data35 are also used in
this analysis.

Identification of 3-dimensional heatwaves and definition of
heatwave-days
The analysis is focusedon summer terrestrial heatwaves. The data employed
for the temperate zone in the Northern and Southern Hemispheres
(23.5°N–90°N and 23.5°S–60°S, respectively) encompass the months of JJA
(June, July,August) andDJF (December, January, February). The entirety of
the data set, spanning 12 months, is employed for the tropical region
(23.5°N–23.5°S).

Three-dimensional (3-D) heatwaves are contiguous in three dimen-
sions, namely time, latitude, and longitude.36 To identify the 3-D heatwaves
over the terrestrial region, we initially select days with daily maximum
temperature (Tmax) exceeding the corresponding 15-day moving 99th
percentile for each calendar day and each grid (Tmax;99th) as hot days.
Subsequently, the 3-D connected component (CC3D) algorithm (https://
pypi.org/project/connected-components-3d20), with a connectivity of 6, is
employed todefinehotdays that are spatiotemporally connected ashot cells.
Ultimately, the selection is made of those hot cells that persist for a mini-
mum of 6 consecutive days and encompass an area of more than
40,000 km2. These are then classified as terrestrial summer heatwaves.19 The
days included in the identified heatwaves are referred to as heatwave-days.

In total, 3454 heatwaves (HW) were identified, encompassing
8,463,177 heatwave-days (HW-days).

Decomposition of the temperature anomalies during
heatwave-days
Todecompose temperature anomalies, wefirst remove the seasonal cycle by
subtracting the multi-year average for each calendar day for all related

Fig. 5 | Summary of the proportion, hotspots, mechanism, and impact for four
kinds of summer heatwave-days. In row “Hotspot”, locations where the frequency
exceeds 5 days per decade, as depicted in Fig. 1, aremarked. In row “Mechanism”, the
arrow direction relates to the corresponding terms in the surface energy balance,

with red text identifying dominant surface energy inputs contributing to high
temperatures, and the darker the color of “High pressure” ellipse is, the higher the
corresponding anomaly is. In row “Detrimental impact”, icons indicate the strongest
impactful type on ecosystem or human thermal stress.
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variables. In statistical terms, an anomaly represents a deviation from the
multi-year average of a given calendar day.

Temperature anomalies are decomposed as follows,

ΔT2m ¼ ΔTadvection þ ΔTadiabatic þ ΔTdiabatic; ð1Þ

whereΔT2m represents the anomaly of 2m air temperature, the three terms
on the right side of Eq. (1) are the contributions of advective, adiabatic, and
diabatic heating.12

To estimate anomalies in near-surface advective and adiabatic
heating term on the heatwave-days (ΔTadvection and ΔTadiabatic), we first
calculate the advective and adiabatic heating anomaly on different
pressure layers, including 950 hPa, 850 hPa, 750 hPa, and 650 hPa as
follows,

ΔTadvection;pl ¼ � ∂Tpl

∂x
upl þ

∂Tpl

∂y
vpl

� �
Δt; ð2Þ

ΔTadiabatic;pl ¼
κTpl

ps
� ∂Tpl

∂p

� �
ωplΔt; ð3Þ

wherepl is the index of air pressure level; κ ¼ 0:286 is Poisson constant;ps is
surface pressure; Tpl , upl , vpl , and ωpl are air temperature, eastward wind
velocity, northward wind velocity, and vertical wind velocity at the pressure
level, respectively. The time step, denoted by Δt, is equal to one day, as the
data employed are daily reanalysis data.

Advective (adiabatic) heating anomalies at 950 hpa were used for
heatwave days where surface pressure ranges from 900 to 1100 hpa. This
accounts for 87% of total heatwave days and is demonstrated in Figs. S2, S3
(in Supplementary Information). Similarly, the advective (adiabatic) heating
anomaly on 850 hPa, 750 hPa, and 650 hPa are used for the heatwave-days
with surface pressure ranging between 800–900 hPa (10% of heatwave-
days), 700–800 hPa (2% of heatwave-days), and 500–700 hPa (1% of
heatwave-days), i.e.,

ΔTadvective ¼

ΔTadvective;950hPaðps ≥ 900hPaÞ
ΔTadvective;850hPað900hPa > ps ≥ 800hPaÞ
ΔTadvective;750hPað800hPa > ps ≥ 700hPaÞ

ΔTadvective;650hPaðps < 700hPaÞ

8>>><
>>>:

ð4Þ

ΔTadiabatic ¼

ΔTadiabatic;950hPaðps ≥ 900hPaÞ
ΔTadiabatic;850hPað900hPa > ps ≥ 800hPaÞ
ΔTadiabatic;750hPað800hPa > ps ≥ 700hPaÞ

ΔTadiabatic;650hPaðps < 700hPaÞ

8>>><
>>>:

ð5Þ

In this way, we get the near-surface advective and adiabatic heating
anomaly (Supplementary InformationFigs. S2g, S3g),which is thenused for
clustering.

To estimate diabatic heating, we used the anomalies in the skin tem-
peratures as

ΔTdiabatic ¼ fΔTs; ð6Þ

where f represents the ratio between air temperature changes resulting from
diabatic forcing (ΔTdiabatic) and skin temperature changes (ΔT s), and it has
typically been assumed to be 1 in previous studies,16,37,38 Our analysis, as
depicted in Fig. S5 (in Supplementary Information), yields f = 0.91 when
considering all the detected heatwave-days during the summer period from
1979 to 2020. The clustering results with f = 1 are presented in themain text
(Fig. 1),while Fig. S6 (in the Supplementary Information) demonstrates that
the clustering remains unchanged when using f = 0.91.With Eq. (6), we can
further attributeΔTdiabatic to anomalies in the surface energy balance, which

can be written as follows:

Rs þ Rld � Rlu � LE � H ¼ Q: ð7Þ

Here Rs is the net surface solar radiation, Rld is the downward flux of
longwave radiation,Rlu is the emittedupwardfluxof longwave radiation,LE
is surface latent heat flux,H is surface sensible heat flux, and Q the ground
heatflux.Note that the radiation termsaredownwardpositive and turbulent
heat flux is upward positive. By using Rlu ¼ σTs

4 (with σ being the Stefan-
Boltzmann constant) and differentiating Eq. (7), we can express ΔT s as

ΔTs ¼
ΔRs þ ΔRld � ΔLE � ΔH � ΔQ

4σ �Ts
3 : ð8Þ

Taking Eq. (6) and Eq. (8) into Eq. (1), ΔT2m can be decomposed as

ΔT2m ¼ΔTadiabatic þ ΔTadvection þ
ΔRs

4σ �Ts
3 þ

ΔRld

4σ �Ts
3 þ

�ΔLE

4σ �Ts
3

þ �ΔH

4σ �Ts
3 þ

�ΔQ

4σ �Ts
3 :

ð9Þ

In this way, the changes in the air temperature can be attributed to the
seven components represented by terms on the right-hand of Eq. (9). This
yields an energy perturbation array, i.e., [ΔTadiabatic; ΔTadvection;
ΔRs

4σ �Ts
3 ;

ΔRld

4σ �Ts
3 ; �ΔLE

4σ �Ts
3 ; �ΔH

4σ �Ts
3 ;

�ΔQ
4σ �Ts

3], for every heatwave-day.

Clustering the heatwave-days based on energy perturbation
To identify the various mechanisms underlying the occurrence of heat-
waves, we conducted an unsupervised clustering analysis of the similar
patterns observed across the energy perturbation array, i.e.,

[ΔTadiabatic; ΔTadvection;
ΔRs

4σ �Ts
3 ;

ΔRld

4σ �Ts
3 ; �ΔLE

4σ �Ts
3 ; �ΔH

4σ �Ts
3 ;

�ΔQ
4σ �Ts

3]. We adopt

K-means39 to perform clustering, with the energy perturbation array nor-
malized by their Manhattan norm,25 i.e., dividing each term in the array by
the sum of the absolute values, with the objective of ensuring comparability
across heatwave-days while maintaining the relative magnitude and signs
within each heatwave-day (Supplementary Information Text S3).

The optimal number of clusters was identified based on Silhouette
index.40 The Silhouette index is defined as the degree of proximity between
each point within a given cluster and points in neighboring clusters, with a
rangeof−1 to1.Avalueof the Silhouette Index approaching1 indicates that
the clusters are more distinct and well-separated. A value approaching 0
indicates that the clusters are in close proximity or overlapping, whereas
negative values suggest that the data points may have been erroneously
assigned to an incorrect cluster.

Composite analysis and significant test
To investigate the mechanisms and impacts of the heatwave days, a com-
posite analysis is employed. Prior to conducting the composition, the sea-
sonal cycle is removed in the same way introduced above for all the related
variables. The impact-related variables depicted in Fig. 3, including GPP,
TER, -NEE, TSI, dry-bulb temperature (Tdry), and relative humidity (RH),
are linearly detrended to remove long-term trends, as the focus of this study
is on the impacts of short-term variability.

For the monthly data, i.e., GPP, TER, and -NEE, it is possible that a
specific time step (at amonthly scale) at a given grid pointmay be associated
with multiple types of heatwave-days (at a daily scale). To clearly show the
impacts of the four types of heatwave-days on ecosystems, we exclude
months when at least two types of heatwave-days coincide with each other.

To remove the influence of the geographical locations on the impact
analysis, we have only considered those locations that have experienced all
four types of heatwaves during the period 1979–2020 (Supplementary
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Information Fig. S11), which accounts for 37% of the land area. To incor-
porate vulnerability into the analysis, we present the results of a composite
analysis of the impact on ecosystems within the harvest area (crop area
fraction >0) and a composite analysis of the impact onhuman thermal stress
within populated regions (population density > =1 person per km2) in
dashed boxplots in Fig. 3 and contours in Figs. S12, S13 (in Supplementary
Information).

The significance test is performed following previous study.41 The
“control” estimate is established separately for four categories of heatwave
days, with consideration given to the corresponding geographical dis-
tributions of frequency (Fig. 1). In the case of sunny-humid heatwave-days,
one synthetic set is generatedby randomly perturbing the summertimedays
while maintaining the same geographical distributions of frequency
observed in the original data set (Fig. 1a). Subsequently, variables related to
surface energy perturbations, mechanisms, and impacts are then averaged
over the aforementioned synthetic set, thereby obtaining composite “con-
trol” values. To perform the significance test formonthly data, themonthly-
scale synthetic set is generated, with the months being randomly selected.
The entire “control” estimate is composed of 1000 composited “control”
values, generated through the repetition of the entire process 1000 times. A
99% significance level is then attained if the true composited values for the
corresponding heatwave-days fall outside the top or bottom 0.5% percentile
of the 1000 composited “control” estimates.

Reporting summary
Further information on research design is available in the Nature Portfolio
Reporting Summary linked to this article.

Data availability
Data presented in this manuscript are available through the Copernicus
ClimateChange ServiceClimateData Store (CDS, https://doi.org/10.24381/
cds.adbb2d47, https://doi.org/10.24381/cds.bd0915c6, and https://doi.org/
10.24381/cds.553b7518) for ERA5 reanalysis data, Data Portal of the Max
Planck Institute for Biogeochemistry (https://doi.org/10.17871/
FLUXCOM_RS_METEO_CRUNCEPv6_1980_2013_v1) for FLUXCOM
carbon flux data, NASA Socioeconomic Data and Applications Center
(SEDAC, https://doi.org/10.7927/H4F47M65) for population density data,
and MIRCA2000 for harvest area data.

Code availability
All the codes and data to produce the main figures are available via https://
github.com/tiany97/HW_cluster and https://doi.org/10.5281/zenodo.
13869812.
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