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Abstract Sixty-six million years ago, the end-Cretaceous mass extinction ended the reign of the
dinosaurs. Flood basalt eruptions and an asteroid impact are widely discussed causes, yet their contributions
remain debated. Modeling the environmental changes after the Chicxulub impact can shed light on this
question. Existing studies, however, focused on the effect of dust or used one-dimensional, noncoupled
atmosphere models. Here we explore the longer-lasting cooling due to sulfate aerosols using a coupled
climate model. Depending on aerosol stratospheric residence time, global annual mean surface air
temperature decreased by at least 26°C, with 3 to 16 years subfreezing temperatures and a recovery time
larger than 30 years. The surface cooling triggered vigorous ocean mixing which could have resulted in a
plankton bloom due to upwelling of nutrients. These dramatic environmental changes suggest a pivotal
role of the impact in the end-Cretaceous extinction.

1. Introduction

During the mass extinction at the Cretaceous-Paleogene boundary, a substantial number of biological groups
experienced major extinctions, including nonavian dinosaurs, other vertebrates, marine reptiles and inverte-
brates, planktonic foraminifera, and ammonites [Bambach, 2006]. The severity of this event, recently dated
at 66.043 + 0.043 Ma [Renne et al., 2013], and the fact that it marks the demise of the dinosaurs account for
the continued interest in understanding its origin. Yet the ultimate cause of the end-Cretaceous extinction
remains debated. Most investigations today focus on two theories based on events roughly coinciding with
the extinction: On the one hand, large-scale volcanic eruptions occurred around that time, with the main
phase of the eruptions lasting from 66.3 to 65.5 Ma [Schoene et al., 2015] as documented in the flood basalts
from the Deccan plateau (India). These eruptions released sulfur dioxide and carbon dioxide leading to cli-
matic changes which could have induced the mass extinction. On the other hand, the impact of an asteroid
resulting in the Chicxulub crater (Mexico), dated to coincide with the extinction event within the errors [Renne
et al., 2013], resulted in dramatic local and short-term consequences but would also have produced large
amounts of dust, sulfate aerosols, and greenhouse gases which affected the climate globally and on longer
timescales [Kring, 2007; Schulte et al., 2010]. In addition to improvements in sampling and dating the geologi-
cal and paleontological record, modeling studies of the environmental changes associated with these events
can help to assess competing theories [Feulner, 2009]. In this paper, we use coupled climate model simulations
to explore the effects of the Chicxulub impact on Earth’s climate.

The initial impact hypothesis proposed that dust particles produced during the impact were responsible for
shutting down photosynthesis after the impact [Alvarez et al., 1980]. Early modeling studies investigating
the climate changes associated with the Chicxulub impact therefore mostly focused on these effects [e.g.,
Covey et al., 1994]. More recent studies of the debris in the impact layer suggest, however, that the fraction
of submicron-sized dust particles in the stratosphere was too small to cause the observed environmental
changes [Pope, 2002]. Instead, the production of sulfur-bearing gases from the impact target’s evaporites is
considered the key source of climatic effects, as they form stratospheric sulfate aerosols which block sunlight
and thus cool down the Earth’s atmosphere and hamper photosynthesis [Pierazzo et al., 1998]. The few existing
studies focusing on the aerosols’ effect used noncoupled climate models [Pope et al., 1994, 1997; Pierazzo et al.,
2003] and are limited to short time periods after the impact without investigating the longer-term changes.

BRUGGER ET AL.

CHICXULUB IMPACT COOLING 419


http://publications.agu.org/journals/
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1944-8007
http://orcid.org/0000-0002-4172-0464
http://orcid.org/0000-0001-9215-5517
http://orcid.org/0000-0002-4379-4643
http://dx.doi.org/10.1002/2016GL072241

@AG U Geophysical Research Letters 10.1002/2016GL072241

Here we use a coupled climate model [Montoya et al., 2005]— consisting of an ocean general circulation
model, a fast atmosphere, and a dynamic/thermodynamic sea ice model—to explore the climatic effects of
sulfate aerosols and CO, following the impact. We explicitly focus on global and longer-term changes and do
not consider local and short-term phenomena like the extreme heat, strong winds, wildfires, and tsunamis
close to the impact site [Kring, 20071.

2, Modeling Setup

2.1. Preimpact Climate Model Simulations

The simulations of the end-Cretaceous climate and the effects of the impact are carried out with a coupled
climate model [Montoya et al., 2005] consisting of a modified version of the ocean general circulation model
MOM3 [Pacanowski and Griffies, 1999; Hofmann and Morales Maqueda, 2006] run at a horizontal resolution of
3.75° x 3.75° with 24 vertical levels, a dynamic/thermodynamic sea ice model [Fichefet and Maqueda, 1997],
and a fast statistical-dynamical atmosphere model [Petoukhov et al., 2000] with a coarse resolution of 22.5° in
longitude and 7.5° in latitude.

Our impact simulations are based on a climate simulation of the end-Cretaceous climate state using a
Maastrichtian (70 Ma) continental configuration [Sewall et al., 2007]. The solar constant is scaled to 1354 W/m?,
based on the present-day solar constant of 1361 W/m? [Kopp and Lean, 2011] and a standard solar model
[Bahcall et al., 2001]. Orbital parameters are idealized with a circular orbit and an obliquity of 23.5°. Proxy
estimates for the atmospheric CO, concentration range from 500 ppm to 1500 ppm for the Late Cretaceous
[Royer, 2006]; during the period directly preceding the impact it was likely below 800 ppm [Hong and Lee,
2012; Royer et al., 2012]. We have therefore performed a baseline simulation with 500 ppm of atmospheric
CO, and a sensitivity experiment at a higher CO, concentration of 1000 ppm. Both preimpact simulations are
integrated for about 2200 model years until climate equilibrium is approached.

The simulated global annual mean surface air temperature during the latest Cretaceous is 18.9°C or about
4°C above preindustrial temperatures for the 500 ppm simulation and 21.6°C or roughly 7°C warmer than the
preindustrial climate for the 1000 ppm model experiment.

2.2. Modeling the Effects of the Impact

To model the climatic effects of the impact, we use literature information from geophysical impact modeling
indicating that for a 2.9 km thick target region consisting of 30% evaporites and 70% water-saturated carbon-
ates, a dunite projectile with 50% porosity, a velocity of 20 km/s, and a diameter between 15 and 20 km, a sulfur
mass of 100 Gt is produced [Pierazzo et al., 1998]. For comparison, this corresponds to about 10,000 times the
amount of sulfur released during the 1991 Pinatubo eruption [McCormick et al., 1995]. Note that the amount of
sulfur released during the impact depends on the composition of the targeted bedrock, vaporization criteria,
the condensation of vaporized ejecta, possible back reactions, and the impactor’s velocity and size [Pierazzo
et al., 1998; Gupta et al., 2001]. However, the results do not strongly depend on the precise amount of sulfur
released during the impact, since the radiative forcing does not increase for sulfur masses larger than 30 Gt
[Pierazzo et al., 2003].

The effects of the stratospheric sulfate aerosols on radiation are based on a simple sulfate aerosol model cou-
pled to a column radiation model [Pierazzo et al., 2003]. Sulfur is assumed to be ligated in the forms of SO,
(80%) and SO; (20%). The ratio of SO; to SO, determines the amount of stratospheric sulfate aerosols formed
and their concentration with time. Ohno et al. [2014] suggest a SO,/SO, ratio of 100/1, which implies a higher
initial sulfate aerosol concentration but faster decay. Compared to the ratio used in our study, this would
lead to a slightly faster decay of stratospheric aerosols [Pierazzo et al., 2003]. Only the aerosols in the strato-
sphere are considered because aerosols are quickly washed out as soon as they enter the troposphere. The
stratospheric residence time of tracers in a present-day steady state atmosphere is about 2 years [Holton et al.,
1995]. We follow Pierazzo et al. [2003] and include the effect of a possible longer residence time in a perturbed
atmosphere after the impact by simulating the effects of the impact for 2.1, 4.3, and 10.6 years stratospheric
residence time.

To model the time after the impact, we use time sequences of visible transmission taken from Pierazzo et al.
[2003] for the different stratospheric residence times discussed above. With this model setup, solar flux at the
surface is drastically reduced immediately after the impact from a preimpact value of 169.5 W/m? to the min-
imum value of 2.28 W/m? for 2.1 years stratospheric residence time, reached in the first year after the impact,
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Figure 1. (a) Simulated global annual mean surface air temperature and (b) global sea ice fraction during the 30 years
after the impact for the baseline state with 500 ppm of carbon dioxide and for the three different stratospheric aerosol
residence times. For each residence time, the shaded region marks the uncertainty due to the carbon dioxide released
from the impact alone and from the impact and the biosphere, respectively, ranging from 180 ppm to 540 ppm.

and 2.03 W/m? for 4.3 and 10.6 years stratospheric residence time, reached in the second year after the impact.
Stratospheric residence time does not strongly influence minimum solar flux but rather determines the
time needed to regain the preimpact value which is reached after 6, 10, and 20years for the different
residence times.

In addition to the sulfate aerosols’ effect, we consider an enhanced CO, concentration due to the impact. For
a sulfur mass of 100 Gt, about 1400 Gt of carbon dioxide is injected into the atmosphere [Pierazzo et al., 1998],
corresponding to an increase of the atmospheric CO, concentration by 180 ppm. Note that the amount of
CO, released from the impact depends on the energy and angle of the impact, the fractions of carbonates in
the impactor, and the target as well as the recombination rate [O’Keefe and Ahrens, 1989; Pierazzo et al., 1998].
Moreover, there could be additional CO, emissions from ocean outgassing and perturbations of the terres-
trial biosphere, so we run additional simulation experiments adding a total of 360 ppm and 540 ppm of CO,
as sensitivity experiments. Both sulfate aerosols and CO, produced during the impact event are assumed to
be distributed globally and uniformly in our model simulations. A uniform aerosol distribution is a simplifi-
cation but may be a reasonable approximation given the magnitude and location of the Chicxulub impact.
We assume that the shorter-term effects of dust are overshadowed by the aerosol effect. Furthermore, we
neglect water vapor as the amount produced is uncertain and its tropospheric residence time is very short.
Finally, we do not consider the climatic consequences of ozone destruction after the impact [Kring, 2007]
since they are probably of minor importance for the global climate. Allimpact experiments are performed for
both end-Cretaceous climate states with 500 ppm and 1000 ppm of atmospheric CO, and are integrated for
100 years after the impact; the impact simulations for 2.1 years residence time are run for 1000 years.
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Figure 2. Map of annual simulated mean surface air temperature (a) before the impact and (b) for the coldest year after
the impact for the baseline climate state with 500 ppm of carbon dioxide, a stratospheric residence time of 2.1 years,
and additional carbon dioxide emissions of 360 ppm.

3. Results

3.1. Global Cooling

The main result from our climate model simulations is a severe and persistent global cooling in the decades
after the impact. Figure 1a shows global annual mean surface air temperature during the 30 years following
the impact for an atmospheric CO, concentration of 500 ppm before the impact, for the different aerosol
residence times and for different CO, emission values from the impact. The temperature evolution for the
different CO, emissions resulting from the impact is very similar; in the following, the discussion will focus on
the simulation representing the intermediate emission value of 360 ppm.

For 2.1 years stratospheric residence time, which is the most conservative assumption for the simulations,
global annual mean surface air temperature is reduced by 27°C when minimum temperature is reached in
year 3 after the impact. This temperature difference is not sensitive to the CO, concentration before the
impact: in the case of a preimpact concentration of 1000 ppm, the temperature drops by an almost identical
amount from +22°Cto —5.0°C. Global annual mean surface air temperature remains below freezing for 3 years.
For 4.3 years and 10.6 years stratospheric residence time, minimum global annual mean surface air temper-
ature is even lower (cooling by 30°C and 34°C) and reached at later times (years 5 and 9 after the impact).
In these simulations with longer residence times, global annual mean subfreezing temperatures persist for 7
and 16 years, respectively. The drastic and prolonged cooling in particular in the 10.6 years residence time sce-
nario raises the question, however, whether longer stratospheric residence times can really be reconciled with
the paleontological record, in particular with the observed fast recovery of productivity [D’Hondt et al., 1998;
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Figure 3. Meridional profiles of ocean temperature anomalies relative to the control run (a) 3 years, (b) 100 years, (c) 500 years, and (d) 1000 years after the impact.
The range of the color bar has been chosen to emphasize anomalies on longer timescales; the near-surface cooling in Figure 3a therefore exceeds this range.

Alegret et al., 2012; Sepulveda et al., 2009]. In the following, we focus on the simulations with 2.1 years
stratospheric residence time of the aerosols, representing the most conservative case.

The postimpact cooling observed in our simulations is accompanied by a marked expansion of snow and
sea ice. Annual average surface albedo increases from 0.11 before the impact to 0.24 in the year with maxi-
mum ice cover in our standard simulation (500 ppm CO, preceding the impact, 2.1 years residence time, and
360 ppm CO, from the impact). As an example for this expansion of snow and ice, Figure 1b shows the time
evolution of the global sea ice fraction during the three decades after the impact. For our standard case of
2.1 years stratospheric aerosol residence time, the sea ice fraction increases by a factor of 6 before declining
toward its preimpact value. Interestingly, the simulation with 10.6 years residence time exhibits a distinctly
different behavior. In this case, the sea ice fraction strongly increases after the initial cooling period, indicating
the beginning of a runaway caused by the positive ice-albedo feedback. This runaway is eventually slowed
and reversed by the increasing solar radiation, however. For the other residence times, the reduction of solar
radiation due to the impact is too short to initiate this process. This also means, however, that a perturbation
with an even longer residence time might be sufficient to trigger a snowball runaway.

We note that the emission of CO, from the impact will lead to warming compared to the preimpact state
after the initial cooling period. Depending on the amount of CO, emitted from the impact, after 1000 years
the climate is 1.0-2.6°C warmer than the preimpact state for an initial CO, concentration of 500 ppm and
0.5-1.4°C warmer for 1000 ppm.

3.2. Regional Cooling

Regional temperature changes induced by the asteroid impact are even more severe than suggested by the
global averages. Maps of surface air temperature of the preimpact year and the year of minimum global
annual mean temperature indicate pronounced regional cooling, in particular over continental areas and in
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Figure 4. Ocean mixed-layer depth before the impact and in the coldest year for the baseline simulation with 500 ppm
of carbon dioxide, 2.1 years residence time, and 360 ppm of carbon dioxide from the impact. The present-day
mixed-layer depth from a simulation for the end of the twentieth century [Feulner, 2011] is shown for comparison.

polar regions (see, e.g., Figure 2, for 500 ppm of CO, preceding the impact, 2.1 years stratospheric residence
time, and 360 ppm of CO, from the impact). Global annual mean temperatures over land fall to —32°C in the
coldest year (compared to +15°C before the impact), with continental temperatures in the tropics reaching a
mere —22°C (falling from +27°C before the impact). In contrast, global mean sea surface temperatures drop
to +5.9°C only from their preimpact value of +21°C. We note that our model shows an enhanced land-ocean
warming ratio of ~2 in the tropics for idealized CO, increase scenarios [Eby et al., 2013] as compared to a ratio
of ~1.3 in other models [Schmidt et al., 2014]. The cooling over land after the Chicxulub impact may therefore
be overestimated in our model.

3.3. Deep-Ocean Temperature and Mixing

Because of the ocean’s thermal inertia, surface temperature changes propagate only slowly into the deep
ocean. It is therefore interesting to investigate longer-term temperature changes in the deep ocean. Figure 3
shows meridional profiles of ocean temperature changes for four time slices up to 1000 years after the impact.
In year 3 after the impact, the strong surface cooling results in very cold water masses in the upper ~1000 m
of the ocean at all latitudes and down to the ocean floor at high latitudes. One hundred years after the impact
near-surface ocean layers show evidence of warming due to the CO, released after the impact, while the cold
water masses have reached the abyss, with pronounced cooling in the deep ocean at high latitudes. The most
striking feature at this point of time, however, is a bubble of cold water at depths of ~500-2000 m which
is particularly pronounced in the northern tropics and subtropics. Regionally, this bubble is located in the
northern Atlantic (not shown). After 500 years, the situation is characterized by warmer waters in the upper
half of the ocean and slightly cooler water persisting in the deep ocean. The cold bubble has weakened and is
restricted to the northern subtropics and to depths of ~2000-3000 m. One thousand years after the impact,
warming has reached the deep ocean, with only few localized regions of minor cooling persisting in the abyss
of the Southern Ocean and in the northern subtropics.

Finally, we will explore how the cooling due to the Chicxulub impact affects ocean mixing and potentially the
marine biosphere. Figure 4 shows the mixed-layer depth before the impact and in the coldest year after the
event. In the Late Cretaceous climate preceding the impact, the mixed-layer depth is comparable to a simu-
lation of the present-day climate state. This changes dramatically after the impact. The sudden atmospheric
cooling triggered by the impact leads to strongly enhanced ocean mixing and deep water formation notably
at midlatitudes. The collapsed '*C gradient observed at the Cretaceous-Paleogene boundary could provide
geologic evidence for this mixing [Zachos et al., 1989], although a decrease in marine productivity might
have contributed to the changes in '3C as well. The vigorous ocean mixing after the impact will transport
nutrients from the deep ocean toward the surface. We argue that the increase in available nutrients should
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result in a pronounced rise of ocean primary production following the initial decrease due to the darkness
after the impact. Additional nutrients from impact ejecta [Parkos et al., 2015] could further intensify ocean
primary productivity. Depending on the availability of light and limiting nutrients like iron, this could result
in regional plankton blooms, as proposed by geologic explorations [Hollis et al., 1995]. The plankton blooms
could also have created toxins with profound effects on marine near-surface ecosystems [Wilde and Berry,
1986; Castle and Rodgers, 2009]. This scenario would have to be further explored with a model for the marine
biogeochemistry.

4, Discussion

In this section, we briefly compare our results with earlier modeling work and proxy evidence. Comparable
modeling studies considering the aerosols’ effect and using coupled climate models do not exist. Pope et al.
[1997] use a radiative-transfer model to roughly estimate the global cooling from sulfate aerosols, finding val-
ues similar to the ones reported here. With respect to proxy data, it is difficult to compare the cooling found
in our simulations because a very high time resolution is necessary to record the fast climatic changes associ-
ated with the impact. Furthermore, the prominent proxy carriers for the surface ocean, calcareous microfossils,
suffered from the extinction.

However, two recent studies [Vellekoop et al., 2014, 2016] use TEXg, paleothermometry of shallow marine
sediments to estimate sea surface temperature changes across the Cretaceous-Paleogene boundary. From the
Brazos River section (Texas), Vellekoop et al. [2014] reconstruct preimpact temperatures of 30-31°C in good
agreement with the tropical Late Cretaceous sea surface temperature from well-preserved foraminifer shells
[Pearson et al., 2001]. For comparison, the preimpact annual mean sea surface temperature of 24°C in this
region in our simulation is somewhat lower. At the boundary, Vellekoop et al. [2014] report a drop in sea surface
temperature in the Gulf of Mexico of up to 7°C lasting for months to decades but not longer than 100 years.
Averaged over the decade after the impact, the sea surface temperature drops by 10°C, in good agreement
with the proxy study, assuming that the resolution of their record is about a decade. Vellekoop et al. [2014] also
report an increase in ocean temperatures by 1-2°C after the impact cooling, in agreement with the warming
seen in our simulations due to the additional CO, released from the impact. Vellekoop et al. [2016] use TEXgq
data extracted from cores from the New Jersey paleoshelf to reconstruct temperatures of ~26°C at the end of
the Cretaceous as well as an abrupt ~3°C cooling at the boundary to the Paleogene. As for the Texas record,
our preimpact temperature of ~19°C is lower than the TEXg, estimate; however, our cooling of ~9°Cis more
pronounced than the proxy signal at this location.

It should be kept in mind, however, that a detailed comparison of local proxy records is hampered by the com-
paratively coarse spatial resolution of our model as well as uncertainties concerning the temporal resolution
[Vellekoop et al., 2016] and calibration [Ho and Laepple, 2016] of TEXg, temperature estimates.

For some locations, proxies document local cooling persisting for longer timescales of millennia. Galeotti
etal. [2004] analyze records of dinoflagellate cysts and benthic foraminifera across the Cretaceous-Paleogene
boundary in the Tunisian shelf region and present evidence for millennial-scale cooling indicated by a brief
expansion of boreal species into the western Tethys Ocean. Similarly, Vellekoop et al. [2015] report repeated
cooling pulses in this region during the first thousands of years after the impact. Galeotti et al. [2004] use
energy balance estimates and one idealized simulation with a coupled atmosphere-ocean model under
present-day boundary conditions to explore the ocean response timescale to different levels of impact aerosol
cooling and interpret the millennial-scale cooling as evidence for persisting cool water masses in the deep
ocean. Cooling pulses on the Tunisian shelf could then be explained by local upwelling of cold water [Vellekoop
etal., 2015]. The bubble of cooler ocean water in the Northern Atlantic region found in our simulations sup-
ports this notion, although the cooler water masses do not persist for more than one millennium in our
simulations, mostly due to the warming from the CO, released during the impact.

5. Conclusions

In summary, our climate-modeling study demonstrates severe cooling and vigorous ocean mixing in the wake
of the Chicxulub impact. These results are in general agreement with proxy data, but a detailed comparison
is hampered by the time resolution of empirical records, questions of temperature proxy calibration, and the
low spatial resolution of our model. Although we cannot conclude from our model results that the impact
was exclusively responsible for the mass extinction at the end of the Cretaceous, the dramatic reduction in
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temperature and the expected profound perturbation of the marine biosphere due to the change in ocean
circulation in our simulations certainly suggest a key role of the impact in the extinction event. The Chicxulub
impact and the Deccan Trap volcanism might also have acted in concert, of course, either by the impact
triggering more intense eruptions as recently argued [Renne et al., 2015] or by delivering the final blow to a
biosphere already stressed by the effects of the eruptions [White and Saunders, 2005; Arens and West, 2008;
Renne et al., 2013]. Future modeling studies will have to explore the interaction between these two causes as
well as the effects on Earth’s marine and terrestrial biosphere in more detail.
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