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ABSTRACT
Synchronization stability is one of central problems in power systems, and it is becoming much more complicated with the high penetration of renewable energy and power electronics devices. In this paper, we review recent work by several nonlinear models for renewable-dominated power systems in terms of multiple timescales, in particular, grid-tied converters within the DC voltage timescale. For the simplest model, a second-order differential equations called the generalized swing equation by considering only the phase-locked loop (PLL) is obtained, which shows a similar form with the well-known swing equation for a synchronous generator in the traditional power systems. With more outer controllers included, fourth-order and fifth-order models can be obtained. The fourth-order model is called the extended generalized swing equation, exhibiting the combined function of grid synchronization and active power balance on the DC capacitor. In addition, a nonlinear model for a two coupled converter system is given. Based on these studies, we find that the PLL plays a key role in synchronization stability. In summary, the value of this paper is to clarify the key concept of the synchronization stability in renewable-dominated power systems based on different nonlinear models, which still lacks systematic studies and is controversial in the field of electrical power engineering. Meanwhile, it clearly uncovers that the synchronization stability of converters has its root in the phase synchronization concept in nonlinear sciences.
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With fast integration of renewable energy and development of power electronic technology, the traditional power system composed of the synchronous generator (SG) is gradually changing into the new-generation power system dominated by renewable energy and power electronic apparatuses. This greatly changes the power system dynamic performance and consequently all aspects of power systems, including analysis, relaying, control, and operation. Accidents induced by renewables have been reported around the world in the past few decades, severely threatening the safety of our modern power systems. Different from the SG whose characteristics have been well mastered in the past 100 years, the characteristics of renewable energy equipment remain unclear, including the most important synchronization property. Recognizing that the synchronization stability of renewable-dominated power systems has become a very hot topic in the field of power electrical engineering, and meanwhile, unfortunately, there are few relevant reports in the field of physics; this paper aims to clarify its multi-timescale property by introducing several nonlinear models. It is expected to stimulate general interest of researchers who work on either renewable integration stability in power electrical engineering or a synchronization problem in nonlinear dynamics.
I. INTRODUCTION

The phenomenon of (phase) synchronization was first reported by Christian Huygens in 1665 when he observed that two pendulum clocks suspended on a beam swung antiphase with the same frequency. Nowadays, synchronization has been widely found in natural systems, social systems, and engineering practices, and the synchronization concept has also been greatly extended. It plays a crucial role in system functions in many coupled element systems, and it has become one of the central problems in multidisciplinary fields. In power grids, synchronization between all AC electrical devices is necessary. Synchronization stability (or termed as rotor-angle stability) is a prerequisite for power system operation, among with other two types of stability (voltage stability and frequency stability). It is one of the central problems in modern power systems.

In the traditional power systems dominated by synchronous generators (SGs), the synchronizing process is determined by the dynamical characteristics of SGs, which are driven by the imbalance power between the input electromechanical power and the output electromagnetic power on their rotors. The synchronization stability is determined by the mutual motion of the rotors. Under this situation, the electromechanical timescale dynamics is dominant. Therefore, in the classical model of power systems, the system dynamics can be simplified and described by a model of coupled second-order Kuramoto phase oscillators. For the (nonlinear) transient stability analyses, numerical and analytical methods have been developed and investigated. In addition, the power grid synchronization has also been widely studied in the field of complex systems. For instance, the bifurcation phenomena of SG have been explored on the second-order and third-order models and considering the effect of stochastic fluctuations. The synchronization stability conditions and cascading failures have been studied in some realistic systems based on the second-order Kuramoto oscillators. A novel concept of basin stability has been proposed to analyze the impact of network topology on the synchronization stability. Small vulnerable sets, which lead to cascading failures, have been identified in the North American power grid. Besides, self-organized criticality of synchronization has also been studied.

Recently, increasing clean energy has been integrated into power grids by diverse renewable energy devices, mainly including a double-fed induction generator (DFIG) and a permanent magnetic synchronous generator (PMSG) for the wind energy and a photovoltaic (PV) generator for the solar energy. These generators relying on power electronic devices have been gradually substituting the major position of SGs, and this is generally believed as the second revolution of power systems. The wind and PV generations widely use multi-timescale controllers; e.g., the AC current controller typically has the shortest time constant (around 10 ms), the DC voltage controller has a medium time constant (around 100 ms), and the mechanical speed controller has the longest electromechanical time constant (around 1000 ms). Therefore, different from the dominant electromechanical dynamics of SG in the synchronization stability, not only electromechanical dynamics but also electromagnetic dynamics has to be considered. To make it worse, some switching controllers should be included during faults. In addition, comparatively, the energy density of renewables is much smaller. Usually, hundreds of wind turbines are integrated in a wind farm and then connected to power grids, tremendously increasing the spatiotemporal complexities. For a much longer timescale, the intermittency and fluctuation of renewables should be further studied. Just due to these intrinsic properties, we, human being, have not fully handled them yet. In the last few decades, synchronous instability accidents due to renewable energy with an unknown mechanism have been continuously reported around the world. Therefore, it is urgent to uncover the synchronization mechanism for the new-generation power systems.

Indeed, it has attracted broad interest of researchers in the field of power electrical engineering recently. Several methods have been applied and extended, including the time-domain simulation, the energy function (or the Lyapunov function) method, equal area criterion analysis, etc. Some nonlinear techniques, e.g., bifurcation analysis, phase portrait, and basin of attraction, have been used to study the large-signal stability of grid-tied converters under different faults, especially, voltage dips. Meanwhile, the method of an amplitude/frequency motion equation has been proposed to analyze the relation between the apparatus and system transient responses. In addition, the synchronization with 100% renewable energy has also been proposed and studied. More details, see some recent reviews and references therein.

In this paper, we focus on the grid-tied converter as a key component of any grid-tied renewable devices and review recent progresses in its synchronization stability problem of renewable-energy-dominated power systems from the perspective of multi-timescale properties. Based on several nonlinear models of converters, it is found that the phase-locking loop (PLL) plays a key role in synchronization stability, and the PLL output angle plays a similar role of a rotor angle in traditional power systems. It also performs a close connection with the phase synchronization concept in nonlinear sciences. Comparing with the PLL, the active and reactive power branches play a secondary and tertiary role in the synchronization of converters, which is quite distinct from the SG. The remainder of this paper is structured as follows. First, in Sec. II, by focusing on the DC voltage timescale dynamics, the synchronous model (termed as the generalized swing equation) is established and studied when the PLL dynamics is considered solely. It is expected to play a similar role with the swing equation in the traditional power systems. Then, in Sec. III, two higher-order models are derived by including the outer controls of the active and reactive power branches. The fourth-order equations have the combined function of synchronization and power balance. Thus, the hierarchical relation becomes clear. In Sec. IV, the synchronization dynamical equations for two coupled converters are given, which are comparable to the coupled Kuramoto phase oscillator equations. Finally, conclusion and discussions are addressed in Secs. V and VI, respectively.

II. SYNCHRONIZATION DYNAMICS OF A SYNCHRONOUS CONTROL LOOP

In a wind farm, (kinetic) wind energy is converted to electromagnetic power by wind turbines and power electronic equipment. Usually, hundreds of wind turbines are integrated to the hub line and then connected to a high-voltage grid through the boosting transformer, as schematically shown in Fig. 1. Generally, the connecting structure can be radical, radical-loop, or star-like. In the
FIG. 1. Schematic shows of a wind farm consisting of wind generators and the two typical wind generators, including the permanent magnetic synchronous generator (PMSG) and the double-fed induction generator (DFIG). Usually, hundreds of wind turbines are integrated in a wind farm in a very wide area and then connected to power grids.

engineering practice, there are two types of wind turbines, a double-fed induction generator (usually termed as type III) and a permanent magnetic synchronous generator (termed as type IV), as shown in the right of Fig. 1. In particular, the main control structures of the PMSG are illustrated in detail in Fig. 2. For any renewable energy integration, a three-phase voltage source converter (VSC) is adopted as the grid interface (as emphasized the “grid-side VSC” part in Fig. 2), and it plays a key role in the system dynamics. Generally, the grid-side VSC synchronizes with the power grid through either grid-following (GFL) or grid-forming (GFM) controls. The GFL strategy is realized based on the PLL. For the GFM control, which includes a virtual synchronous generator, droop, and power synchronization controls, etc., it is believed as capable of providing grid-supporting capability through simulating the SG features. Compared with the GFM control, the GFL control is dominant in the engineering practice currently. Therefore, in this paper, we will mainly focus on the synchronization stability of the PLL-based VSC.

A. Nonlinear modeling

As one example, Fig. 2 schematically shows the control structures of the PMSG and the generator-side VSC (the lower left part) and the grid-side VSC (the lower right part). As we concentrate on the DC voltage timescale, we will mainly study the grid-side VSC and ignore the dynamics of the generator-side VSC completely. Under this situation, a constant power input is assumed; i.e., the output power of the generator-side VSC (or, equivalently, the input power of the grid-side VSC) is treated as a constant; \( P_m = \text{constant} \). The grid-side VSC is connected to the AC grid through a filter inductance \( L_f \), and the grid inductance is denoted by \( L_g \). The PLL (emphasized by the red dotted box in Fig. 2) provides the \( dq \) synchronous frame to synchronize with the AC grid by inputting the three-phase terminal voltages of VSC \( (u_{ta}, u_{tb}, u_{tc}) \) and then outputting the PLL phase, \( \theta_{PLL} \). Here, we use \( u_{abc} \) to denote the three-phase terminal voltages in the stationary reference, \( u_a, u_b, \) and \( u_c \). In addition, there are inner and outer controllers. For the outer controller, the direct voltage control (DVC) generates the \( d \)-axis current references \( i_{dref} \) to maintain the DC voltage constant, and the terminal voltage control (TVC) generates the \( q \)-axis current references \( i_{qref} \) to regulate the terminal voltage. Meanwhile, for the inner loop, the alternative current control (ACC) generates the reference voltage \( e_{dq} \) according to the current reference from the outer controllers. Finally, six insulated gate bipolar transistors are driven by the modulated signals of reference voltages to produce the VSC output voltage \( e_{abc} \) through the technique of the pulse-width modulation.
As the PLL dynamics is much slower than that of the ACC, we assume that the output currents instantaneously track their references; i.e., $i_d = i_{dref}$ and $i_q = i_{qref}$. In addition, as the first step of simplification, we can assume that the outputs of voltage controls are constant; i.e., $i_{dref} = constant$ and $i_{qref} = constant$, based on the fact that the dynamic behavior of the PLL is usually faster than that of the voltage control loops. This is also correct under some particular conditions, such as a low voltage ride through. Under these simplified conditions, it is reasonable to start from the second-order model for the PLL control,

\[ \begin{align*}
\dot{\theta}_{pll} &= f (x_{pll} + k_p pll i_{q} + \omega_0) dt, \\
x_{pll} &= k_i pll i_{q} dt,
\end{align*} \]

where $k_{p pll}$ and $k_{i pll}$ represent the proportional and integral coefficients of the PLL control, respectively, $\omega_0$ the synchronous (working) frequency of the grid, $x_{pll}$ the integral output of the PLL, and $I_{q}$ the $q$-axis component of the three-phase terminal voltage $\bar{u}_{abc}$. Consequently, we have $\omega_{pll} = \dot{\theta}_{pll} = x_{pll} + k_{i pll}i_{q} + \omega_0$.

For the relation between the terminal voltage $V_t$ ($V_t = u_{td} + ju_{uq}$), the infinite bus voltage $V_e$ ($V_e = V_e \cos \phi - jV_e \sin \phi$), and the VSC current output $I_{VSC}$ ($I_{VSC} = i_d + ji_q$), we have

\[ V_t = V_e + jo_{pll}L_i I_{VSC}, \]

which yields

\[ \begin{align*}
u_{td} &= -\omega_{PLL}L_i I_{dref} + V_e \cos \phi, \\
u_{uq} &= \omega_{PLL}L_i I_{qref} - V_e \sin \phi,
\end{align*} \]

where $\phi = \theta_{PLL} - \omega_0 t$. The infinite bus $V_e$ always works as a fixed voltage source with a constant amplitude $V_e$ and a working frequency $\omega_0$. Note that $V_t = V_e + jo_{PLL}L_i I_{VSC}$ has also been used in the literature. The schematic show for a grid-connected VSC system and the associated coordinates for the PLL $dq$ frame (with a rotating speed $\omega_{PLL}$) and the synchronous $xy$ frame (with a fixed rotating speed $\omega_0$) and their corresponding phase relations are given in Fig. 3. Here, within the synchronous $xy$ frame, the PLL inputs the terminal voltage phase $\phi$, and outputs the phase $\varphi$. $\varphi$ denotes the phase difference between the PLL $dq$ frame and the synchronous $xy$ frame, and $\varphi$ denotes the terminal voltage phase in the synchronous $xy$ frame.

In the steady state, $\varphi = \varphi_0$.

After some algebraic derivations, we obtain the following equations for the synchronization phase difference:

\[ M_{eq} \dot{\varphi} = P_m - P_e - D_{eq} (\varphi - \varphi_0), \]

where

\[ \begin{align*}
M_{eq} &= 1 - k_{j PLL} L_i i_{qref} \\
P_m &= \omega_0 L_i I_{dref} \\
P_e &= V_e \sin \phi \\
D_{eq} &= \frac{2\omega_0 L_i}{k_{i PLL}} V_e \cos \phi - L_i i_{qref}.
\end{align*} \]

Here $M_{eq}$, $P_m$, $P_e$, and $D_{eq}$ denote equivalent inertia, mechanical power, electromagnetic power, and damping, respectively. Clearly, the equations show certain similarities with the classical swing equation in the traditional power systems, and thus, they can be referred to as a generalized swing equation. In addition, we find that for the steady-state solution, $\varphi = 0 (\omega_{PLL} = \omega_0)$.
FIG. 3. (a) Within the DC voltage timescale, the converter can be treated as a controlled-current source, \( I_{vsc} = (i_d + j i_q) e^{j \phi} \), within the synchronous reference frame. (b) Schematic show for the decomposition of the controller effects. With more branches considered (DVC for the active current and TVC for the reactive current), the system dynamics can be more correctly described. The PLL phase output \( \phi \) (or its associated frequency \( \omega_{pll} \)) is essential. \( \phi = \theta_{PLL} - \omega_0 t \). (c) Schematic show for the relations of different coordinates and angles. \( \phi \) denotes the phase difference between the PLL dq frame and the synchronous xy frame, \( \phi_t \) denotes the terminal voltage phase in the synchronous xy frame, \( \delta \) is the power factor angle between the current vector and the terminal voltage vector, and \( \phi_{idq} \) and \( \phi_t \) are the current angle in the dq and xy frames, respectively.
and $\varphi = \text{constant}$, indicative of an identical frequency between the PLL output and grid, or phase synchronization between the PLL and the grid in the language of nonlinear dynamics. More details can be found in Ref. 35.

### B. Nonlinear dynamical analysis

After nondimensionalizing the variable $t$ by setting

$$\tilde{t} = \sqrt{\frac{k_{pll} V_{pr}}{1 - k_{pll} L_g L_{dref}}} t,$$

we further obtain

$$\tilde{\varphi} = I - \sin \varphi - (\alpha \cos \varphi - D)\tilde{\varphi},$$

where

$$\begin{aligned}
I &= \frac{k_i L_g L_{dref}}{V_{pr}}, \\
D &= \frac{L_{dref}}{V_{pr}} \sqrt{\frac{k_i L_g L_{dref}}{1 - k_{pll} L_g L_{dref}}}, \\
\alpha &= \frac{k_{ip} L_g}{k_{ip} V_{pr} \sqrt{1 - k_{pll} L_g L_{dref}}},
\end{aligned}$$

In mathematics, it is simpler with only three independent combined parameters ($I$, $\alpha$, and $D$), whereas the original equation (4) has many parameters. Specifically, parameter $I$ denotes the dimensionless power that is determined by the operation point, such as $L_g$, $V_{pr}$, and $L_{dref}$. Parameter $D$ represents the constant part of the equivalent damping $D_{eq}$ ($D_{eq} = \alpha \cos \varphi - D$), and it is relevant not only the operation point, including $L_g$, $V_{pr}$, and $L_{dref}$, but also the integral coefficient of the PLL, $k_i$. Parameter $\alpha$ represents the other part of the equivalent damping $D_{eq}$ and mainly relies on the ratio of proportional and integral coefficients of the PLL; i.e., $k_{ip}/k_i$.

It can be seen that these three parameters are the functions of multiple initial parameters. In mathematics, it is reasonable to treat them as independent parameters and perform analyses. After these analyses, we can easily obtain the results for the initial parameters. Compared with the normalized swing equation, i.e., $\tilde{\varphi} = I - \sin \varphi - D\tilde{\varphi}$, the only difference is that here, the equivalent damping $D_{eq}$ becomes ($\alpha \cos \varphi - D$), which is time-varying. Its dynamical behavior in Eq. (7) has been well analyzed. Three kinds of bifurcations are revealed, including the generalized saddle-node, sub-critical Hopf, and homoclinic bifurcations, which divide the whole parameter space into four regions I, II, III, and IV, as shown in Fig. 4(a), $\alpha = 0.7$ is chosen without losing generality.

1. Generalized saddle-node bifurcation. It is located at the critical value $I_c = 1$ in Fig. 4(a), which is illustrated by a dashed line, just corresponding to the existence of equilibrium points. Above the dashed line, no equilibrium point exists.

2. Sub-critical Hopf bifurcation. It occurs at

$$I = \sqrt{1 - (D/\alpha)^2},$$

which indicates that two conjugate complex eigenvalues come across the imaginary axis in the linearized eigenvalue space. This bifurcation line intersects with the horizontal axis at $D = \alpha$. Within region III, two unstable equilibrium points coexist. Within region II, one stable equilibrium point, one unstable equilibrium point, and one unstable limit cycle coexist.

3. Homoclinic bifurcation. As $D$ decreases, the stable manifold of the unstable equilibrium point collides with the limit cycle, indicative of a homoclinic bifurcation, illustrated by a dotted–dashed line in Fig. 4(a). This bifurcation line is numerically

![FIG. 4. Phase diagrams for the generalized swing equation (a) and the classical swing equation (b). In (a), $\alpha = 0.7$. Within the different parameter regions, the dynamics can be completely different. For more details, see the text.](http://pubs.aip.org/aip/cha/article-pdf/doi/10.1063/5.0136975/16786682/032102_1_online.pdf)
obtained. At $I = 0$, the homoclinic bifurcation point at $D = \alpha/3$ can be theoretically estimated by the classical Melnikov method.

For comparison, the phase diagram for the swing equation is given in Fig. 4(b). Refer to any classical textbook on nonlinear dynamics, e.g., Ref. 1, for more details. In the swing equation, there only exists two parameters, i.e., $I$ and $D$. Correspondingly, for the generalized swing equation, we also plot the bifurcation diagram on the $I$–$D$ plane for a fixed $\alpha$ ($\alpha = 0.7$). For other values of $\alpha$, the bifurcation diagram is similar.

As the generalized swing equation is essential for the dynamic performance of the grid-tied VSC, there are a large number of works on this equation. For example, several methods have been developed by neglecting the state-dependent damping term $D_{dq}$, such as the equal area criterion, the Lyapunov method, energy function methods, etc.\textsuperscript{36-38} Additionally, some numerical methods have been proposed, e.g., the methods of sum-of squares, estimates of basin of attraction, etc.\textsuperscript{39-41} More than stability analysis, engineers are also interested in transient stability assessment, stability enhancement, stability control, etc.

C. A model based on active and reactive powers

So far, we have obtained the simplest model of the PLL-based VSC, which can be treated as a controlled-current source with a phase output variable $\varphi$ and two constant current references ($i_d = i_{\text{ref}}$ and $i_q = i_{\text{qref}}$) on the PLL coordinate, as schematically shown in Fig. 3(b), where it inputs the terminal voltage phase $\varphi_t$ and outputs the PLL phase $\varphi$. Actually, we can also change the control diagram of the PLL slightly and make a connection with the power factor angle $\delta$ [$\delta = \arctan(Q/P)$], $\varphi_t - \varphi = \delta - \varphi_{dq}$ in Fig. 3(c). To be clearer, the original model and the modified model are schematically shown in Figs. 5(a) and 5(b), respectively. In the original model (top), there are two feedback loops, including $\varphi$ and $\varphi_t$, from the outputs of the PLL and network, respectively, and their difference $\varphi_t - \varphi$ is used as the input of the PLL. In contrast, the modified model (bottom) removes the inner feedback loop and makes the input–output relationship clearer. As the power factor angle $\varphi$ depends on both active and reactive powers, it is more conducive to understanding synchronization from the perspective of power, with which power electric engineers are familiar. Refer to Ref. 46 for more details.

III. SYNCHRONIZATION DYNAMICS CONSIDERING OUTER CONTROLLERS

In Sec. II, the outputs of the outer voltage controls ($i_{\text{ref}}$ and $i_{\text{qref}}$) in the simplified model are treated as constant. However, the DVC and TVC reflect the dynamical behaviors of active and reactive power imbalances, respectively, which might be non-negligible in some situations.\textsuperscript{47-50} In this section, two extended models are further established.

A. Incorporating active power branch

For the dynamics of the DC capacitor induced by the power imbalance,

$$\frac{d}{dt}(\frac{1}{2}C_{dc}i_{dc}^2) = P_w - P_e,$$

which can be rewritten as

$$\dot{u}_{dc} = \frac{1}{C_{dc}}(P_w - P_e),$$

where $C_{dc}$ denotes the DC capacitor and $u_{dc}$ represents its DC voltage. $P_w$ and $P_e$ separately denote the input and output powers. See the control structure in Fig. 2. For the DVC, the integral output $x_{dvc}$ is chosen as the state variable,

$$x_{dvc} = ki_{dvc}(u_{dc} - u_{dref}),$$

where $i_{dref}$ is the reference current for the DVC.
where $k_{p, dvc}$ is the integral coefficient of the DVC. The output variable of the DVC, $i_{d ref}$, can be obtained as

$$i_{d ref} = k_{p, dvc} (u_{dc} - u_{d ref}) + x_{dvc}, \quad (13)$$

where $k_{p, dvc}$ denotes the proportional coefficient of the DVC.

When the PLL and the active power branch, including the DVC and DC capacitor dynamics, are considered, a fourth-order model is obtained,

$$\begin{cases} \dot{\phi} = x_{pll} + k_{p, pll} u_{pll}, \\ x_{pll} = \frac{1}{C_{pll}} (u_{d} - P_{e}), \\ \dot{u}_{d} = \frac{1}{C_{d} u_{d}} (P_{m} - P_{e}), \\ \dot{x}_{dvc} = k_{p, dvc} (u_{dc} - u_{d ref}) + x_{dvc}, \end{cases} \quad (14)$$

where $u_{d}$ represents the DC voltage, $x_{dvc}$ denotes the integral output of DVC, and $P_{m}$ and $P_{e}$ separately denote the input and output powers on the DC capacitor, as shown in Fig. 2. The associated algebraic equations are

$$\begin{cases} u_{id} = 1, \\ u_{iq} = \omega \xi_{L} i_{d ref} - V_{g} \sin \phi, \\ i_{d ref} = k_{p, dvc} (u_{dc} - u_{d ref}) + x_{dvc}, \\ P_{e} = u_{id} i_{d ref} + u_{iq} i_{q ref}. \end{cases} \quad (15)$$

Then, $\phi_{d ref}$ is no longer a constant, and it becomes

$$\phi_{d ref} = \arctan \left( \frac{-i_{q}}{i_{d} (t)} \right) = \arctan \left( \frac{-i_{q}}{k_{p, dvc} (u_{dc} - u_{d ref}) + x_{dvc}} \right). \quad (16)$$

Clearly now, the VSC synchronization is realized by the PLL, which is depicted by the first two equations in Eq. (14), whereas for the power balance, it is achieved by the DVC and DC capacitor described by the last two equations in Eq. (14). The functions of synchronization (on the PLL) and power balance (on the DC capacitor) are separate. In contrast, for the SG, the synchronization and the power balance are naturally integrated, which are uniformly reflected by the rotor motion dynamics and described by the well-known swing equation. In this respect, we may call the above fourth-order equations as extended generalized swing equations.

Numerical simulations are performed to validate the reduced order model. As shown in Fig. 6, the phase trajectories of the second-order, fourth-order, and full-order models are compared in different cases. Figures 6(a) and 6(b) separately illustrate the phase portraits based on different models when $V_{g}$ dips to 0.8 pu (for a stable condition) and 0.3 pu (for an unstable condition). Compared to the second-order, the fourth-order model can capture the dynamic behaviors of the original model more accurately. Additionally, the synchronization issue is studied and shown in Fig. 7, where the terminal voltage angle ($\phi_{t}$) and the PLL output angle ($\phi$) are compared under these two different situations. In Fig. 7(a), when $V_{g}$ dips to 0.8 pu, it can be seen that $\phi$ tracks $\phi_{t}$ well in the transient process. For this slight voltage dip, the PLL is able to maintain synchronous with the terminal voltage and the infinite bus. In contrast in Fig. 7(b), when $V_{g}$ dips to 0.3 pu, the PLL can track the terminal voltage ($\phi \approx \phi_{t}$), while it cannot synchronize with the infinite bus as both $\phi$ and $\phi_{t}$ go to infinity. These dynamical behaviors are clearly similar to the phase synchronization (or phase-locking) in coupled oscillators.

**B. Incorporating active and reactive power branches**

When the integral output of the TVC ($x_{tvc}$) is chosen as the state variable, the dynamics of the TVC can be represented by

$$\dot{x}_{tvc} = k_{i, tvc} (u_{id} - u_{id ref}). \quad (17)$$

Similarly, the output variable of the TVC, $i_{q ref}$, can be written as

$$i_{q ref} = k_{p, dvc} (u_{iq} - u_{q ref}) + x_{tvc}, \quad (18)$$

**FIG. 6.** Comparison of numerical results of the second-order, fourth-order, and full-order models for (a) a stable condition when $V_{g}$ dips to 0.8 pu and (b) an unstable condition when $V_{g}$ dips to 0.3 pu. The green solid, red dashed, and blue dotted–dashed lines represent the results of the full-order, fourth-order, and second-order models, respectively.
where $k_{i,dvc}$ and $k_{p,dvc}$ denote the integral and proportional coefficients of the DVC, respectively. Therefore, if we incorporate the reactive power branch, we obtain a fifth-order model,

\[
\begin{align*}
\dot{\phi} &= x_{pll} + k_{p,pll}u_{pll}, \\
\dot{x}_{pll} &= k_{i,pll}u_{pll}, \\
\dot{u}_{dc} &= \frac{1}{C_{dc}}(P_{in} - P_{e}), \\
\dot{x}_{dvc} &= k_{i,dvc}(u_{dc} - u_{dc,ref}), \\
\dot{x}_{tvc} &= k_{i,tvc}(u_{td} - u_{td,ref}).
\end{align*}
\tag{19}
\]

where $x_{tvc}$ represents the integral output of the TVC. The algebraic equations are

\[
\begin{align*}
u_{ad} &= -\omega_{0}L_{g}i_{d,ref} + V_{g}\sin\varphi, \\
v_{aq} &= \omega_{0}L_{g}i_{q,ref} - V_{g}\sin\varphi, \\
i_{d,ref} &= k_{p,dvc}(u_{dc} - u_{dc,ref}) + x_{dvc}, \\
i_{q,ref} &= k_{p,tvc}(u_{td} - u_{td,ref}) + x_{tvc}, \\
P_{e} &= u_{ad}i_{d,ref} + u_{aq}i_{q,ref}.
\end{align*}
\tag{20}
\]

Under this situation, by choosing the active and reactive power currents as inputs, $\varphi_{Idq}$ becomes

![Comparison of time series of the terminal voltage angle ($\varphi$) and the PLL output angle ($\varphi$) in the fourth-order model for (a) a stable condition when $V_g$ dips to 0.8 pu and (b) an unstable condition when $V_g$ dips to 0.3 pu. The green solid and red dashed lines represent $\varphi_1$ and $\varphi$, respectively.](F7.png)

![Comparison of time series of the PLL output angle $\varphi$ in the fifth-order and full-order models for (a) a stable condition when $V_g$ dips to 0.8 pu and (b) an unstable condition when $V_g$ dips to 0.3 pu. The green solid and red dashed lines are for the full-order and fifth-order models, respectively.](F8.png)
The differential equations are then correspondingly. Again, in the transient, the time series of the terminal voltage angle \( \varphi \) are shown in Figs. 9(a) and 9(b), the time series of the fifth-order and full-order models are compared when \( V_g \) dips to 0.8 pu (for a stable condition) and 0.3 pu (for an unstable condition). One can see that no matter whether it is stable or unstable, the fifth-order model can accurately describe the dynamic behaviors of the full-order model. Meanwhile, the time series of the terminal voltage angle \( \varphi \) and the PLL output angle \( \varphi \) are shown in Fig. 9A correspondingly. Again, in the transient, the PLL output angle \( \varphi \) always tracks the terminal voltage angle \( \varphi \) for both the stable and unstable conditions \( \varphi \approx \varphi \). However, when \( V_g \) dips to 0.3 pu, the VSC suffers loss of synchronization with the infinite bus as both \( \varphi \) and \( \varphi \) go to infinity. The difference between the phase-locking and phase-unlocking in Figs. 9(a) and 9(b) is clear.

Clearly with the additive reactive power branch, this fifth-order model can catch the system dynamics within the DC voltage timescale more correctly. With this model, we have performed the transient stability analysis under a voltage dip and found some unusual phenomena, such as discontinuity of both amplitude and phase of the terminal voltage of VSC when the fault occurs or is clearer, and unusual multiple swings. Refer to Ref. 38 for more details.

IV. SYNCHRONIZATION DYNAMICS OF MULTIPLE CONVERTERS

With the above models for a single converter integration system, it is not difficult to develop similar models for multi-converter systems. However, we find that if the above fifth-order equations are used, the model is much complicated. To be simple, take a model of two-parallel VSCs tied to an infinite bus considering only the PLL dynamics as an example. The differential equations are then

\[
M_i \ddot{\varphi}_i = P_{mi}(\varphi_i) - P_{ci}(\varphi_i) - D_{ai}(\varphi_i)\dot{\varphi}_i - D_{ci}(\varphi_i)\dot{\varphi}_i,
\]

where \( i, j = 1, 2, \varphi_1 \) and \( \varphi_2 \) separately represent the phase differences between the \( dq \) frames of VSC1, VSC2 within the \( xy \) frame, and \( \dot{\varphi}_i = \varphi_i - \varphi_j \). In addition,

\[
\begin{align*}
M_i &= \frac{1}{k_{i,pwl}}, \\
P_{mi}(\varphi_i) &= \omega_0 (L_i + L_g) i_{di} + \omega_0 L_g [i_{di}\cos(\varphi_i) + i_{dq}\sin(\varphi_i)], \\
P_{ci}(\varphi_i) &= V_g \sin(\varphi_i), \\
D_{ai}(\varphi_i) &= \frac{k_{i,pwl}}{k_{i,pwl}} V_g \cos(\varphi_i), \\
D_{ci}(\varphi_i) &= \frac{k_{i,pwl}}{k_{i,pwl}} [i_{di}\sin(\varphi_i) - i_{dq}\cos(\varphi_i)],
\end{align*}
\]

where \( M, P, D \) still denote the equivalent inertia, mechanical power, electromagnetic power, and damping, respectively, and \( D_c \) represents the couplings between the two VSCs. The corresponding schematic show is given in Fig. 10. To be simple, the parameters

![Schematic show for a two-parallel VSC scenario.](http://pubs.aip.org/aip/cha/article-pdf/doi/10.1063/5.0136975/16786682/032102_1_online.pdf)

FIG. 9. Similar to Fig. 7, but for the fifth-order model, instead.
of the two converters are chosen as identical. Basically, Eq. (22) is similar to the model of coupled Kuramoto phase oscillators. However, they are more complicated and difficult to analyze. Further studies are needed.

V. CONCLUSIONS

In conclusion, the synchronization stability in renewable-dominated power systems has been summarized based on the proposed multi-timescale models. In particular, the synchronization of grid-tied converters within the DC voltage timescale is focused. The generalized swing equation of the second-order model with only PLL considered and the extended generalized swing equation of the fourth-order model with both PLL and DVC are inferred. The whole system dynamics should be described by the fifth-order model with the PLL, DVC, and TVC. Therefore, within the DC voltage timescale, each converter can be treated as a controlled-current source, including the PLL output phase $\phi$ and the two current components within the $dq$ coordinate established by the PLL, as illustrated in Fig. 3(b). If the slower electromechanical timescale dynamics is needed, the constant power input condition $P_{in} = constant$ should be released and the generator-side controls, such as the inertia and rotor speed controls, should be further considered; $P_{in} = P_{in}(t)$. The hierarchical structure and the organization rule have become clear. Based on these studies, we infer that the PLL output phase shows a similar contribution with the rotor angle of the SG, and the PLL plays a core role in the synchronization of the grid-tied converters and renewable devices as well. All these results have been summarized in Fig. 11 and Table I. For power electrical engineers, this synchronization phenomenon might be the most beautiful symphony in the world.

VI. DISCUSSION

Finally, we emphasize some important points and unsolved problems for future works:

1. Although the synchronization stability of renewable-dominated power systems has been broadly studied in the field of power electrical engineering very recently, there is a heated and lively debate on the concept of synchronization stability. In the traditional power systems, the synchronization stability is equivalent to the rotor-angle stability, which is within the electromechanical timescale. The physical picture for this stability and/or instability determined by the mechanical motion on the power

---

**TABLE I. Hierarchical structure of grid-tied converters within the electromagnetic timescale for different control loops considered. Under this situation, $P_{in} = constant$, $i_d = i_{dref}$, and $i_q = i_{qref}$. With more outer controllers considered, more current dynamics should be studied. The electromechanical timescale dynamics under $P_{in} = P_{in}(t)$ should be further studied.**

<table>
<thead>
<tr>
<th>Control loop</th>
<th>Assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLL</td>
<td>$i_d = i_{dref} = constant$, $i_q = i_{qref} = constant$</td>
</tr>
<tr>
<td>PLL + DVC</td>
<td>$i_d = i_{dref}(t)$, $i_q = i_{qref} = constant$</td>
</tr>
<tr>
<td>PLL + DVC + TVC</td>
<td>$i_d = i_{dref}(t)$, $i_q = i_{qref}(t)$</td>
</tr>
</tbody>
</table>

---

**Fig. 11.** Schematic show for the organization center of the synchronization stability of a grid-tied converter. Within the electromagnetic timescale denoted by a black solid curve, in the simplest form, it is described by the generalized swing equation within the electromagnetic timescale ($\sim$100 ms) with only the PLL considered. For a more precise dynamical description, the dynamics of TVC and DVC should be considered, which governs the dynamics of the current references $i_{dref}$ and $i_{qref}$, respectively. If the electromechanical timescale dynamics ($\sim$1 s) is needed, the constant power input condition $P_{in} = constant$ should be released and the generator-side controls, such as the inertia and rotor speed controls, should be further considered; namely, $P_{in} = P_{in}(t)$. Therefore, the PLL plays a central role on the system dynamics, working as a core in the globe in the figure.
imbalance on the rotor is clear. Here, however, it seems that it is close to the PLL dynamics, which is usually within the electromagnetic timescale. In addition, the power imbalance seemingly has no direct connection with the synchronization state. Our recent study shows that if the electromechanical timescale controllers are considered, the PLL output phase dynamics can be slower and comparable with the rotor dynamics of SG. Hence, the PLL output phase is flexible, relying on the outer controllers and electromechanical devices. In addition, we believe that the PLL output phase can play a similar role with the rotor angle of the SG, and its swing between different renewable devices is dominant. Thus, although the synchronization object has been shifted from the rotor (as a solid physical element) to the PLL (as a soft control element), the physical nature is the same as phase synchronization for any general nonlinear system. In addition, as the objective of PLL is to achieve synchronization between a renewable device with the infinite bus (or between different renewable devices), the synchronization between the terminal voltage or current of a renewable device is dominant, and meanwhile, the synchronization between the terminal voltage phase and the PLL output phase within the device is not. With wide numerical simulations, it has been found that in transient, the PLL self-synchronization (for the PLL input–output phase difference within a certain small range) is always maintained, i.e., $\phi \approx \phi_0$, as we have seen in Figs. 6–9.

(2) For the multi-timescale analysis, in the present study, we have completely ignored the current control loops and treated the transmission line dynamics under the quasi-steady-state assumption. However, the dynamical response of the current control in the VSC can reach up to a few milliseconds, which means that it may be inappropriate to directly neglect the variation of frequency on the transmission lines and loads. For model integrity, the impact of the fast timescale on the system dynamics and the synchronization should be studied in detail. Correspondingly, it is also essential to reveal the properties of dynamic networks and their role in the renewable-dominated power system. On the other hand, for the slow-timescale dynamics, the impact of the generator-side electromechanical timescale controllers should also be evaluated, such as the inertial control and the rotor speed control in Fig. 2.

(3) Here, we pay close attention to the phase dynamics and the associated angle synchronization phenomenon. Actually, synchronization (rotor-angle) stability, voltage stability, and frequency stability in the traditional power systems commonly occur under different situations. Therefore, their mutual interaction and relation in this new environment should also be investigated.

(4) For the transient synchronization stability analysis, the system nonlinearity must be considered. Based on the derived dynamical equations for coupled converter systems, they become much more complicated, to be compared with the traditional swing equations of SGs. This naturally brings difficulty for system analysis and calls for new methods.

(5) Finally, due to the weak over-current and over-voltage capability, there are various protection schemes to prevent damage of power electronic devices during severe fault transient processes, such as crowbar, chopper, emergency pitching control, etc. Thus, the dynamic behaviors may be characterized by a set of discontinuous hybrid dynamical equations, which leads to difficulty in theoretical analyses. Voltage and current outputs are governed by diverse emergency controllers and switch and/or saturation within multiple timescales, and thus, switched dynamical behavior should be further considered and studied.
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APPENDIX: PARAMETERS USED IN THE SIMULATION

Parameters of the electrical network: $f_0 = 50$ Hz (1.0 pu), $\omega_0 = 2\pi f_0$ (1.0 pu), $L_f = 0.1$ pu, and $L_g = 0.5$ pu. Parameters of the controls: (1) DVC: $k_{p,\text{dvc}} = 20$, $k_{i,\text{dvc}} = 80$. (2) TVC: $k_{p,\text{tvc}} = 0.2$, $k_{i,\text{tvc}} = 23$. (3) ACC: $k_{p,\text{acc}} = 1.3$, $k_{i,\text{acc}} = 670$. (4) PLL: $k_{p,\text{pll}} = 50$, $k_{i,\text{ppt}} = 2000$.
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