Originally published as:


DOI: https://doi.org/10.1063/5.0144713
Effect of fractional derivatives on amplitude chimeras and symmetry-breaking death states in networks of limit-cycle oscillators

Special Collection: Chimera states: from theory and experiments to technology and living systems

S. G. Ngueuteu Mbouna; Tanmoy Banerjee; Eckehard Schöll; René Yamapi

Chaos 33, 063137 (2023)
https://doi.org/10.1063/5.0144713
Effect of fractional derivatives on amplitude chimeras and symmetry-breaking death states in networks of limit-cycle oscillators

S. G. Ngueuteu Mbouna, Tanmoy Banerjee, Eckehard Schöll, and René Yamapi

AFFILIATIONS
1 Laboratory of Modeling and Simulation in Engineering, Biomimetics and Prototypes, Faculty of Science, University of Yaoundé I, P.O. Box 812, Yaoundé, Cameroon
2 Chaos and Complex Systems Research Laboratory, Department of Physics, University of Burdwan, Burdwan 713 104, India
3 Institut für Theoretische Physik, Technische Universität Berlin, Hardenbergstraße 36, 10623 Berlin, Germany
4 Potsdam Institute for Climate Impact Research, Telegrafenberg A 31, 14473 Potsdam, Germany
5 Bernstein Center for Computational Neuroscience Berlin, Humboldt-Universität, 10115 Berlin, Germany
6 Fundamental Physics Laboratory, Department of Physics, Faculty of Science, University of Douala, P.O. Box 24 157, Douala, Cameroon

Note: This paper is part of the Focus Issue on Chimera states: from theory and experiments to technology and living systems.

Author to whom correspondence should be addressed: schoell@physik.tu-berlin.de

ABSTRACT
We study networks of coupled oscillators whose local dynamics are governed by the fractional-order versions of the paradigmatic van der Pol and Rayleigh oscillators. We show that the networks exhibit diverse amplitude chimeras and oscillation death patterns. The occurrence of amplitude chimeras in a network of van der Pol oscillators is observed for the first time. A form of amplitude chimera, namely, “damped amplitude chimera” is observed and characterized, where the size of the incoherent region(s) increases continuously in the course of time, and the oscillations of drifting units are damped continuously until they are quenched to steady state. It is found that as the order of the fractional derivative decreases, the lifetime of classical amplitude chimeras increases, and there is a critical point at which there is a transition to damped amplitude chimeras. Overall, a decrease in the order of fractional derivatives reduces the propensity to synchronization and promotes oscillation death phenomena including solitary oscillation death and chimera death patterns that were unobserved in networks of integer-order oscillators. This effect of the fractional derivatives is verified by the stability analysis based on the properties of the master stability function of some collective dynamical states calculated from the block-diagonalized variational equations of the coupled systems. The present study generalizes the results of our recently studied network of fractional-order Stuart–Landau oscillators.
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that their occurrence in a network of van der Pol oscillators is highlighted for the first time.

I. INTRODUCTION

At all scales (cosmic, macroscopic, and microscopic), the objects around us are in perpetual motion that very often demonstrates a certain degree of repetition. So, our surroundings are full of objects that produce rhythms, generally in the form of oscillating processes. Usually these objects are not isolated from their environment, but interact with their counterparts. A multitude of phenomena in natural and man-made systems can be explained as macroscopic collective dynamics of many interacting objects—the simplest and most famous of these collective dynamics is synchronization, which can be basically defined as the entrainment of rhythms of interacting elements, or as the adjustment of the time scales of oscillations due to interaction between the oscillatory processes.1 Over the last few decades, the study of synchronization phenomena has attracted a lot of attention in the international scientific community in general, and in the nonlinear science community in particular, due to the fact that apart from pure academic interest, the study of synchronization phenomena is relevant in explaining rhythms in natural and technological dynamical systems.

Among the large variety of synchronization phenomena discovered in the last decades, there is a peculiar form of partial synchronization called the chimera state that has been the subject of an intense activity in the field of coupled nonlinear systems.2 In a chimera state, the coupled system splits up spontaneously in two subsystems with synchronous and asynchronous elements, respectively. In a broad sense, in a chimera state, coherent and incoherent behaviors coexist in the coupled system in spatially separated domains. Surprisingly, the chimera state arises in networks of symmetrically coupled identical elements as a consequence of spontaneous symmetry-breaking. Another symmetry-breaking phenomenon that has also received a great deal of interest during the last decades is oscillation death (OD). In an oscillation death state, the coupling induces the quenching of oscillations and gives rise to the birth of stable inhomogeneous steady states.3,5,6 It has been found that chimera states and oscillation death appear usually in the same coupled systems. For example, the two phenomena have been observed in coupled systems of the Stuart–Landau model,7–11 van der Pol model,12–14 Rayleigh model,7 FitzHugh–Nagumo model (without cross-coupling terms),15 and with cross-coupling terms16), and Rosenzweig–MacArthur model.17 An important connection between these two symmetry-breaking states is the chimera death state,18 which generalizes the chimera state feature to oscillation death states such that separated regions of spatially coherent and incoherent steady states coexist in the coupled system. The OD state is a collective state where the dynamics of the different oscillators is stabilized at an inhomogeneous steady state, whereas the chimera death state is a particular form of OD state where a group or some groups of adjacent oscillators populating the same steady state (coherent steady states) appear(s) spontaneously while the other oscillators are distributed randomly over different steady states (incoherent steady states).

For their dynamical analysis, the basic features of the aforementioned systems are more often described by sets of first-order differential equations. For example, let $t$ be the time, and $x$ the vector of dynamical variables, then, the system is given by $\dot{x}(t) = f(t, x(t))$, where the dot over the variables denotes the first-order derivative with respect to time and $f(\cdot)$ is a vector function. Now, to accurately account for experimental data when describing many real-life systems, the first-order derivatives with respect to time should be generalized by real-number-order derivatives also known as fractional-order derivatives.25 Thus, the system should be described by the following fractional-order differential equation: 

$$D_\alpha^\alpha x(t) = f(t, x(t)),$$

where $a$ is a vector whose dimension is the same as $x$; $D_\alpha^\alpha$ is the fractional derivative operator that, applied to a given dynamical variable, denotes its derivative of order $\alpha$ with respect to time $t$, where $\alpha$ is a component of $a$ and $\alpha \in \mathbb{R}_+^n$. Fractional-order differential equations have been used to describe successfully various phenomena such as viscoelasticity,27–30 anomalous diffusion and transport,31 dielectric losses,32–34 eddy current and hysteresis losses in magnetic coils,35–37 processes in biology and bioengineering (power-law adaptation in the firing activity of neurons, anomalous diffusion of ions in cells, and memory effects in epidemic spreading and microbial growth),38–41 to name a few.

The study of coupled fractional-order systems has attracted a lot of attention in the past few decades, in particular, as regards the synchronization of chaotic fractional-order systems.10–15 However, although much work has been done on symmetry-breaking phenomena, their investigation in coupled fractional-order systems is only in its debut. The impact of fractional derivatives on oscillation death was considered for the first time by some of us in Ref. 41, which triggered a wave of interesting works on the study of quenching phenomena (amplitude death and oscillation death) in coupled fractional-order systems.42–46 Overall, these studies yield similar conclusions, namely, that fractional derivatives have a stabilizing effect. On the other hand, the investigation of chimera states in fractional-order systems has only recently become a focus of research, the very first reports on this subject dating from 2020.47–49 Recently, we considered a network of fractional-order Stuart–Landau oscillators in this context,47 and we found that fractional derivatives impact deeply the behavior of the network. As the order of fractional derivatives decreases, the lifetime of amplitude chimeras is extended up to a critical value of the derivatives order where there is a transition to a novel amplitude chimera that is transient to oscillation death. A further decrease in the order of fractional derivatives promotes diverse oscillation death and chimera death states and inhibits the in-phase synchronized state and amplitude chimeras, as a consequence of the aforementioned stabilizing effect of fractional derivatives.

In the present work, we proceed with the study of symmetry-breaking phenomena in coupled fractional-order systems by considering fractional-order counterparts of two other famous limit cycle oscillators, namely, the van der Pol and Rayleigh oscillators. Like the Stuart–Landau oscillator, the van der Pol oscillator is a paradigmatic model widely used for studying symmetry-breaking phenomena, namely, oscillation death and chimera states and47–49 chimera states. In these previous works, the equations of the van der Pol oscillator were written in the classical form, i.e., a second-order differential equation with a nonlinear damping term, and it
was found that the corresponding coupled systems exhibit phase
chimeras and amplitude mediated chimeras.\textsuperscript{14,15} In the present
work, we consider the van der Pol oscillator in the Liénard plane,\textsuperscript{18}
obtained by applying the Liénard transformation to the classical
van der Pol model.\textsuperscript{19,20} And, it is found for the first time that a
network of this form of the van der Pol model exhibits amplitu-
de chimeras. On the other hand, the Rayleigh oscillators has been
less considered in the context of studies on symmetry-breaking
phenomena. It was found that oscillation death and amplitude
chimeras can emerge in a network of Rayleigh oscillators with
direct couplings.\textsuperscript{21} In Ref. 61, it was shown that cross couplings
can induce a transition from amplitude chimera to amplitude medi-
ted chimeras and variable-amplitude chimeras in a network of Rayleigh
oscillators.

By considering two other limit-cycle oscillator models (the
van der Pol and Rayleigh oscillators), we intend to generalize the
results of the work reported in Ref. 11 where symmetry-breaking
states were studied in a network of fractional-order Stuart–Landau
oscillators. For better comparison, the networks of the two models
considered here are set in the same conditions as the network in
Ref. 11, i.e., the same size, the same coupling scheme, and the same
initial conditions. As regards the coupling scheme, each oscillator of
these two networks is diffusively and directly coupled to all its coun-
terparts, and the coupling strength decays in a power-law fashion
with the lattice distance—a realistic coupling scheme that interpo-
lates between the nearest-neighbor (local) and mean-field (global)
limits, via nonlocal coupling.\textsuperscript{22,23} This coupling scheme has proved
to favor the occurrence of oscillation death states and amplitude
chimeras by tuning the coupling exponent.\textsuperscript{11,24,25} The initial condi-
tions are specially prepared such that the networks can exhibit
chimera states, including chimera death. Note that as networks of
nonlocally coupled integer-order Stuart–Landau oscillators,\textsuperscript{11,13}
the integer-order counterparts of the considered networks can exhibit
amplitude chimeras and oscillation death states. As there is a simi-
larity in the behavior of coupled systems of these three models,
an interesting question arises naturally: what about the impact of
fractional derivatives? The present work aims at solving the issues
behind this question. The rest of the paper is structured as fol-
ows. In Sec. II, the networks models are described. Section III
is devoted to the study of the basic dynamical features of the
uncoupled units that are fractional-order van der Pol and Rayleigh
oscillators, which reveals that each of them undergoes a supercrit-
ical Hopf-like bifurcation as the order of the derivatives decreases.
The dynamical behavior of the two networks is explored numeri-
cally and analytically in Sec. IV. In this section, the integer-order
counterparts of the two networks are studied first, which reveals
that they can exhibit simple oscillation death patterns and two
types of amplitude chimeras that are transient to synchronization
and oscillation death, respectively. Then, the stability of asym-
pototic states are analyzed in order to predict the effect of fractional
derivatives on the occurrence and on the characteristics of these
states. At last, the dynamical behavior of the fractional-order oscil-
lator networks are explored numerically, and the analytical stability
results are confirmed. In particular, the effect of fractional deriva-
tives on amplitude chimeras is discussed. The paper ends with
a conclusion in Sec. V where the main results of this work are
summarized.

II. NETWORK MODELS

We study two networks of fractional-order van der Pol and
Rayleigh oscillators, respectively. Each network is made up of \( N \)
identical fractional-order oscillators, where the coupling is global
with a weighted coupling strength decreasing with distance accord-
ing to a power-law.\textsuperscript{26–28} The coupling is diffusive and direct through
one of the two dynamical variables. Let \( \mathbf{x} = (x, y) \) be the vector of
dynamical variables of an uncoupled unit, \( \mathbf{F} (\cdot) \) the vector function
describing the local dynamics, \( \mathbf{G} \) the global power-law connectivity
matrix, \( \mathbf{H} (\cdot) \) the vector function specifying which one of the two
variables is involved in the direct diffusive coupling between two
units, and \( \sigma \in \mathbb{R}_+ \) the coupling strength. Then, each network of
coupled fractional-order oscillators is described by the following generic
set of fractional-order differential equations:

\[
D^\alpha_{t} \mathbf{x}_k = \mathbf{F} (\mathbf{x}_k) + \frac{\sigma}{\eta} \sum_{j=1}^{N} \mathbf{G}_{kj} \mathbf{H} (\mathbf{x}_j),
\]

where \( k = 1, 2, \ldots, N \), and periodic boundary conditions are assumed;
\( G_{kk} = -\eta \), \( G_{kk-r} = G_{kk+r} = \frac{1}{r} \), for \( r = 1, \ldots, P - 1 \),
and \( G_{kk-P} = G_{kk+P} = \frac{1}{P} \). \( \eta = 2 \sum_{s=1}^{P} \left( \frac{1}{s} \right) + 1 \)
\( P \) is a normalization factor, with \( P = N/2 \) and \( N \) is even; and \( \sigma \in \mathbb{R}_+ \)
\( \mathbf{x}_0 \) is the coupling exponent. In the term \( D^\alpha_{t} \mathbf{x} = (a \ \alpha) \), \( D^\alpha_{t} \)
\( \) the fractional derivative operator that, applied to a given dynamical vari-
\( \mathbf{cable}, \) denotes its derivative of order \( \alpha \) with respect to time \( t \),
\( \mathbf{a} \in \mathbb{R}_+^* \). We use Caputo’s definition of fractional derivative
since this is not necessary to define the fractional-order initial condi-
tions. It is given by (see Ref. 64)

\[
D^\alpha_{t} \mathbf{x} (t) = \frac{1}{\Gamma (n - \alpha)} \int_{0}^{t} \mathbf{x}^{(n)} (\tau) \frac{1}{(t - \tau)^{n - \alpha}} d\tau,
\]

where \( n - 1 < \alpha < n \in \mathbb{N} \) and \( \Gamma (\cdot) \) is the Gamma function. Two
types of local dynamics are considered, namely, the van der Pol
oscillator (whose equations are written in the Liénard plane\textsuperscript{29–30})
for which

\[
\mathbf{F} (\mathbf{x}) = \left( \frac{y + x - x^3/3}{e^x} \right),
\]

and the Rayleigh oscillator\textsuperscript{31} for which

\[
\mathbf{F} (\mathbf{x}) = \left( \mu (1 - y^2) y - \omega x \right).
\]

The vector function \( \mathbf{H} (\mathbf{x}) = \mathbf{E} \mathbf{x} \), where \( \mathbf{E} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \) for the net-
work of van der Pol oscillators and \( \mathbf{E} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \) for the
network of Rayleigh oscillators. The coupling exponent \( s \) (along with the
normalization factor \( \eta \)) allows us to interpolate between the nearest-
neighbor \( (s \to \infty, \eta \to 2) \) and mean-field \( (s = 0, \eta = N - 1) \) limit
topologies. Thus, \( \eta / (2N) \) can be conceived as the normalized cou-
ping radius, i.e., the coupling range.

In the following, we give a brief derivation of the van der Pol
model in the version of Eq. (3) from the classical van der Pol
equation:

\[ \ddot{v} - \mu \left( 1 - v^2 \right) \dot{v} + v = 0, \quad (5) \]

where \( v \) is the dynamical variable, \( \mu \) is the nonlinearity parameter, and the dot over \( v \) denotes the first-order derivative with respect to time. If one applies the Liénard transformation\(^{26,20}\)

\[ y = -v + \frac{\dot{v}^3}{3 \mu}, \quad (6) \]

in Eq. (5), then it is transformed into the following first-order differential equation:

\[ \mu \dot{y} = -v. \quad (7) \]

Associating Eqs. (6) and (7) and rescaling the time in these two equations by applying the transformation \( t \rightarrow \tau / \mu \), one obtains the following set of first-order differential equations:

\[ \dot{x} = 1 / \varepsilon \left( y + x - \frac{x^3}{3} \right), \quad (8) \]
\[ \dot{y} = -x, \]

where \( x = \dot{v} \) and \( \varepsilon = 1 / \mu^2 \). By this equation, the van der Pol model is written in the Liénard plane \((x, y)\). Thus, one uncovers the version of the van der Pol model considered in this work [see Eq. (3)]. The FitzHugh–Nagumo model\(^{3,5,20}\) (also known as the Bonhoeffer–van der Pol model\(^{20}\)) is closely related to this form of the van der Pol equation.

We are all familiar with the integer-order version of Eq. (1), where the term on the left hand side is the first-order derivative of the vector \( x \). Indeed, much dynamical systems are described by sets of first-order differential equations. However, experimental evidence suggests that in some cases, the first-order derivatives should be replaced by real-number-order derivatives. For example, the voltage–current characteristics of a real capacitor is given by \( i(t) = C_d \varepsilon D^\alpha v(t) \), where \( C_d \) is a parameter related to the capacitance \( C \) of the capacitor and \( \alpha \) is a positive real number lesser than 1 that is related to the dielectric losses in the capacitor.\(^{21}\) The values of \( C_d \) and \( \alpha \) depend on the kind of dielectrics and some of these coefficients can be found in Refs. 24 and 26 for real capacitors. For an ideal capacitor, \( \alpha \rightarrow 1 \) and \( C_d = C \). Another classical example is provided by the theory of viscoelasticity: For the description of viscoelastic materials, one should consider the existence of a third element known as the spring-pot whose properties are intermediate between the spring and the dashpot.\(^{21}\) The stress \( \sigma(t) \) of a spring-pot is proportional to the fractional derivative of the strain \( \varepsilon(t) \) (see Ref. 21): \( \sigma(t) = E(\varepsilon(t)) D^\alpha \varepsilon(t) \), where \( E \) is the coefficient of viscosity for the corresponding dashpot element and \( E \) is the modulus of elasticity for the corresponding spring element, and \( 0 < \alpha < 1 \). The spring-pot interpolates between the spring (\( \alpha \rightarrow 0 \)) and the dashpot (\( \alpha \rightarrow 1 \)).

Taking into account the above arguments, we consider the network model given by Eq. (1) for \( 0 < \alpha < 1 \), which is a generalization of the integer-order model, as \( \lim_{\alpha \rightarrow 1} D^\alpha x = dx / dt \) (see Ref. 64).

Before investigating the coupled dynamics, it is necessary to discuss the basic behavior of a single fractional-order oscillator of each network.

III. THE UNCOUPLED FRACTIONAL-ORDER OSCILLATOR

In case the \( N \) oscillators of a considered network are uncoupled, i.e., for \( \sigma = 0 \) in Eq. (1), this set of equations degenerates into those of one oscillator, i.e.,

\[ D^\alpha x = F(x), \quad (9) \]

where \( F(x) \) is given either by Eq. (3) or by Eq. (4). The parameters \( \varepsilon, \omega, \) and \( \mu \) are chosen such that the dynamics of the integer-order counterparts of the two considered oscillators are characterized by self-sustained oscillations around the unique equilibrium point \( E(x_0 = 0, y_1 = 0) \) whose stability changes via a Hopf bifurcation when a parameter varies. The fractional derivative affects neither the number of equilibrium points of a system nor their positions, but it may change their stability. So, it is appropriate to study the stability of \( E \) in this particular context. Let \( \lambda_1, \lambda_2 \) be the eigenvalues spectrum of the Jacobian matrix of the uncoupled system evaluated at \( E \). According to the stability theorem of commensurate fractional-order systems,\(^{1} \) the equilibrium point \( E \) is asymptotically stable if all the eigenvalues \( \lambda_1, \lambda_2 \) satisfy the condition \( \arg(\lambda_1, \lambda_2) > \alpha \pi / 2 \), which can be rewritten as \( \left| \text{Im} \left( \lambda_1, \lambda_2 \right) / \text{Re} \left( \lambda_1, \lambda_2 \right) \right| > \tan \left( \alpha \pi / 2 \right) \). One obtains the van der Pol oscillator, \( \lambda_1, \lambda_2 = (1 \pm i \sqrt{4d - 1}) / (2d) \) (where \( d = 1 - 1 / \varepsilon \) and \( \varepsilon > 1 / 4 \)), and the stability condition is

\[ \alpha < \frac{2}{\pi} \tan^{-1} \sqrt{4d - 1}. \quad (10) \]

For the Rayleigh oscillator, \( \lambda_1, \lambda_2 = (\mu \pm i \sqrt{4d^2 - \mu^2}) / (2d) \) (where \( \mu < 2\omega \)), and the stability condition is

\[ \alpha < \frac{2}{\pi} \tan^{-1} \sqrt{4d^2 - \mu^2} / \mu. \quad (11) \]

It was proved in Ref. 68 that periodic solutions do not exist in fractional-order autonomous systems involving fractional-order derivatives with bounded lower limit of the integral. However, such a system may have \( S \)-asymptotically \( T \)-periodic functions as solutions, instead of \( T \)-periodic solutions.\(^{1} \) Thus, for the fractional-order oscillators considered, we assume that the nonlinearities are rather weak so that the solution of an uncoupled oscillator is an \( S \)-asymptotically \( T \)-periodic function if the equilibrium \( E \) is unstable, which retains the classical form \( x(t) = A \cos(\Omega t) \), and the corresponding expression for \( y(t) \). Note that \( y(t) \) is also a sinusoidal function of time whose frequency is equal to \( \Omega \) and amplitude depends on \( A \) and eventually on some parameters of the system. According to Eq. (2), \( D^\alpha x(t) = AD^\alpha \cos(\Omega t) \). Since we are looking for asymptotic solutions, we need to utilize the asymptotic expression of Caputo’s fractional derivative of the cosine function, i.e.,

\[ \lim_{\alpha \rightarrow \infty} D^\alpha \cos(\Omega t) = \Omega^\alpha \cos(\Omega t + \alpha \pi / 2) \] (see Ref. 70). Introducing these expressions into Eq. (9) [associated with Eqs. (3) and (4)], we find that the amplitude \( A \) and the frequency \( \Omega \) are given by

\[ A = \sqrt{2 \sqrt{\varepsilon} \cos \left( \frac{\alpha \pi}{2} \right)} \quad \text{and} \quad \Omega = \varepsilon^{-\frac{\alpha}{2}} \quad (12) \]
for the van der Pol oscillator, and

\[ A = \frac{2}{\sqrt{3}} \sqrt{1 - \frac{2\omega}{\mu} \cos \frac{\alpha \pi}{2}} \quad \text{and} \quad \Omega = \omega \frac{1}{2} \tag{13} \]

for the Rayleigh oscillator.

These oscillatory solutions do not exist when \( A^2 < 0 \); then, the oscillations are quenched, which means that the equilibrium point \( E \) of each fractional-order oscillator loses stability via a Hopf-like bifurcation when \( A^2 = 0 \). Actually, in a strict sense, Hopf bifurcation cannot occur in a fractional-order system as here an exact periodic solutions on a finite time interval is not possible.\(^{14} \)

Therefore, the concept of Hopf-like bifurcation was introduced in Ref. 71 to characterize the change of stability of an equilibrium point giving rise to the birth of \( S \)-asymptotically \( T \)-periodic solutions. Applying the condition \( A^2 = 0 \) in Eqs. (12) and (13), we obtain that a Hopf-like bifurcation occurs at \( \alpha = \alpha_{H1} \), where \( \alpha_{H1} = 2 \tan^{-1} \left( \sqrt{4e - 1} / \pi \right) \) for the fractional-order van der Pol oscillator and \( \alpha_{H1} = 2 \tan^{-1} \left( \sqrt{4e^2 - \mu^2} / \mu \right) / \pi \) for the fractional-order Rayleigh oscillator. These results are in perfect agreement with the results of local stability analysis given by Eqs. (10) and (11). Figure 1 shows an illustration of these results, where the numerical results are obtained by solving the set of fractional differential equations (9) [associated with Eqs. (3) and (4)] with the Adams–Bashforth–Moulton predictor–corrector scheme \(^{22,23} \) developed on the basis of Caputo's definition of fractional derivative [given by Eq. (2)]. Figure 1 shows that as the order of fractional derivatives decreases, the amplitude of oscillations decreases up to \( \alpha = \alpha_{H1} \) where a supercritical Hopf-like bifurcation occurs. This means that oscillatory behaviors should be expected in the network only for \( \alpha > \alpha_{H1} \). In the following, the network behavior is explored for \( \alpha \) values within this range. As regards the variations of \( A \) with respect to \( \alpha \), we see that there is a striking similarity between the subsets (a) and (b) of Fig. 1. We should also point out the striking similarity with the behavior of the radius of the limit cycle of the fractional-order Stuart–Landau oscillator.\(^{5,61} \)

IV. THE NETWORK DYNAMICS

Here, we investigate two networks of \( N = 100 \) identical fractional-order van der Pol and Rayleigh oscillators, respectively, described by Eq. (1) associated with Eqs. (3) and (4). Throughout the paper, the coupled systems are studied for parameters used in Fig. 1. As control parameters, we consider the coupling parameters \( \sigma \) and \( s \), and the derivatives order \( \alpha \). For the numerical solution of the coupled system, we employ initial conditions as in Ref. 11: \( x_k(0), y_k(0) = (0, -1) \) for \( k \in \left[ 1, \frac{N}{4} \right] \cup \left( \frac{3N}{4}, N \right] \) and \( x_k(0), y_k(0) = (0, \text{rand}_k) \) for \( k \in \left( \frac{N}{4}, \frac{3N}{4} \right] = (25, 75] \), where \( \text{rand}_k \) are elements of a random sequence of real numbers in \( [0, 1] \).

A. Dynamical behavior of the networks of integer-order oscillators

The sets of differential equations describing the networks of integer-order elements [Eq. (1) for \( \alpha \rightarrow 1 \), along with Eqs. (3) and (4)] are solved numerically thanks to the fourth-order Runge-Kutta method.

Depending on the parameter values, the network of van der Pol oscillators may exhibit three prominent asymptotical dynamical states shown in Fig. 2: a two-cluster coherent OD state that we will call coherent OD [see Fig. 2(a)], the in-phase synchronized state in Fig. 2(b), and another OD state that we will call alternating OD [see Fig. 2(c)]. The in-phase synchronization and alternating OD regimes are eventually preceded by chimera states as shown in Figs. 2(b) and 2(c).

In the case of coherent OD, obtained for small values of \( s \) (including \( s = 0 \): global coupling), the network is split up in two subpopulations with identical sizes: one population of oscillators lying on the upper steady state branch, where \( x_k(t) \approx +x_* \) for \( k \in \left( \frac{N}{4}, \frac{3N}{4} \right] = (25, 75] \) (corresponding to the incoherent region of the initial state), and the other population of oscillators lying on the lower steady state branch \( x_k(t) \approx -x_* \), where \( x_* \) is a positive constant number. In the case of alternating OD states, obtained for higher values of \( s \), adjacent oscillators populate alternately one of the two branches \( (-x_* , +x_* ) \) of the inhomogeneous steady state, almost all through the network [see the snapshot in Fig. 2(c)]. However, the degree of coherence decreases with increasing value of the coupling strength \( \sigma \). The incoherence appears here in two ways: on the one hand, two adjacent oscillators may populate the same branch of the OD, and on the other hand, even if adjacent oscillators populate alternating branches of the OD, equivalent levels (either upper or lower branch) may not exactly coincide.

The network of Rayleigh oscillators behaves almost in the same way. Besides the prominent dynamical regimes obtained in the case of the network of van der Pol oscillators, there are two other types of OD states that appear in narrow regions of the parameter \( s \) at the transition from coherent OD state to in-phase synchronized state.

![Fig. 1. Amplitude and frequency of the periodic solution \( x(t) = A \cos(\Omega t) \) of the fractional-order oscillators vs fractional derivatives order \( \alpha \). (a) van der Pol oscillator for \( e = 4 \) and (b) Rayleigh oscillator for \( \omega = 2 \) and \( \mu = 1 \). At these parameter values, \( \alpha_{H1} \approx 0.839 \) for the two fractional-order systems.](image-url)
phase, while it is flat for coherence of phases. We plotted the mean phase velocity profile for the chimera states shown in Figs. 2(b), 2(c), 3(d), and 3(e) and found that all these profiles are flat, showing the total coherence of phases in all these chimera states. In consequence, the chimera states obtained in this work are pure amplitude chimeras, known as amplitude chimeras.

To further characterize the amplitude chimeras obtained in this work, we use some pertaining quantitative measures developed in Ref. 13. The center of mass (c.m.) of the oscillator on the site \( k \) is given by

\[
x_k^m(t) = \frac{1}{T} \int_t^{t+T} x_k(\tau) d\tau,
\]

where \( T = 2\pi/\Omega \), with \( \Omega \) defined in Eqs. (12) and (13). A similar definition holds for \( z_k^m(t) \). For the \( k \)th oscillator, the shift of the center of mass from the origin is given by

\[
z_k^m(t) = \sqrt{[x_k^m(t)]^2 + [y_k^m(t)]^2}.
\]

The quantities \( x_k^m \), \( y_k^m \), and \( z_k^m \) can serve as local order parameters, as they vanish for the nodes within the coherent regions of an amplitude chimera, whereas all the nodes within the incoherent regions have non-zero finite values, allowing to distinguish between coherent and incoherent regions.

The degree of incoherence of an amplitude chimera can be measured by the relative size of the incoherent regions that can serve as a global order parameter derived from the above local order parameter \( z_k^m(t) \). The size of incoherent regions \( S_{inc} \) is the relative number of drifting oscillators given by the total number of drifting oscillators \( N_{drift} \) normalized by the overall number of oscillators within the whole network as follows:

\[
S_{inc}(t) = \frac{N_{drift}(t)}{N} = \frac{1}{N} \sum_{k=1}^{N} H(z_k^m(t) - \delta),
\]

where \( H(\cdot) \) is the Heaviside function and \( \delta \) is a predefined small threshold number chosen such as \( z_k^m(t) < \delta \) when the node \( k \) belongs to a coherent region of the amplitude chimera state.

A long-living or stable amplitude chimera is characterized in the course of time by non-drifting and constant size incoherent regions, constant amplitudes, and fixed shifts of center of mass of drifting units’ oscillations (see Fig. 4). However, we obtain here another type of amplitude chimera [as shown in Figs. 2(c) and 3(e)] whose incoherent region(s) size grows in the course of time (see the time evolution of \( S_{inc} \) in Fig. 5) and drifting units are characterized by damped oscillations as shown in Fig. 5. An oscillator \( k \) belongs to the coherent region when \( x_k^m(t) = 0 \), then it starts drifting when the value of \( x_k^m(t) \) starts drifting from the zero value—this situation is illustrated in Fig. 5 for the unit \( k = 20 \). This oscillator starts drifting at \( t \approx 840 \) and afterward, the oscillations are continuously damped until they are quenched at \( t \approx 2440 \). This is the case for all the oscillators; only the beginning instant of the drifting changes from one oscillator to another. We make the same observations in the behavior of the network of Rayleigh oscillators. Thereafter, the amplitude chimera transient to synchronization will be referred to as classical amplitude chimera and the amplitude chimera transient to OD will be referred to as damped amplitude chimera. The damped...
amplitude chimera was observed for the first time in a network of Rayleigh oscillators, and subsequently, its occurrence was shown to be induced by fractional derivatives in a network of Stuart–Landau oscillators.

As a global order parameter, $S_{\text{Inc}} (t)$ is used to identify the prominent dynamical states that the networks exhibit and to detect the transitions between these states. Indeed, as shown in Fig. 6, $S_{\text{Inc}} (t) = 0 \forall t$ for the in-phase synchronized state, $S_{\text{Inc}} (t) = 1 \forall t$ for alternating OD states, and $0 < S_{\text{Inc}} (t) < 1$ for amplitude chimeras.

In order to provide an overall view on the network behavior for a wide range of coupling parameters, the dynamical regimes maps in the plane of coupling exponent ($\sigma$) and coupling strength ($\mu$) is produced (see Fig. 7) with the help of the global order parameter $S_{\text{Inc}}$. As $S_{\text{Inc}}$ is no longer of any use in making the distinction between the different OD states, we use the intrinsic properties of these patterns,
FIG. 6. Some collective dynamical regimes for integer-order van der Pol oscillators network with the corresponding time series of the global order parameter $S_{\text{inc}}$: (a) dynamical regimes of Fig. 2(b): classical amplitude chimera and in-phase synchronization and (b) dynamical regimes of Fig. 2(c): damped amplitude chimera and alternating OD.

i.e., the way the oscillators are organized in these patterns. We see that there is a striking similarity between the two subsets (a) and (c) of Fig. 7 showing the mapping of the dynamical states occurring in networks of van der Pol oscillators and Rayleigh oscillators, respectively. A comparison with the results in Ref. 11 shows that there is also a similarity with the map, in the same parameter space, of the dynamical states occurring in a network of the same number of Stuart–Landau oscillators coupled in the same way and subject to the same initial conditions as in the present work.

Figures 7(b) and 7(d) show that there is a region in the parameter space where the transient amplitude chimeras are more and more important with high lifetimes ($t_{\text{trans}}$) able to reach $4000T$, where $T$ is the period of oscillation of an uncoupled unit. This region of amplitude chimeras with high lifetimes occurs at the transition from asymptotic in-phase synchronization to asymptotic alternating OD as the coupling strength $\sigma$ varies for a fixed coupling exponent $s$. As the value of $\sigma$ comes closer to the bifurcation point $\sigma_{\text{c}}$, the lifetime ($t_{\text{trans}}$) of amplitude chimeras increases at the two sides, as shown in Fig. 8. However, the growth of the lifetime of classical amplitude chimeras is modest compared to the growth of the lifetime of damped amplitude chimeras. This is the reason why one should pay attention to the damped amplitude chimera. Figure 8 also shows that the growth of $t_{\text{trans}}$ follows the logarithmic law $t_{\text{trans}}(\sigma) = b \log(|\sigma - \sigma_{\text{c}}|) + d$ in an exponentially narrow interval of the bifurcation parameter $\sigma$. Similar behavior of the lifetime of the classical amplitude chimera with respect to the coupling parameters was observed in networks of Stuart–Landau oscillators and Rayleigh oscillators under phase–antiphase (or antisymmetric) distribution of initial conditions. Indeed, under such initial conditions, these networks exhibit long-living, even stable classical amplitude chimeras in the parameter space at the interface between the asymptotic in-phase synchronized state and asymptotic OD states.

Furthermore, it is interesting to investigate how the network size influences the dynamical regimes attained by the two networks. To do so, we increase the size of each network from $N = 100$ oscillators...
to $N = 200$. Keeping the same initial conditions as above, the two networks are studied using numerical simulations. For the two networks, we observe the same dynamical states as above. However, the region of existence of asymptotic alternating OD states in the plane $(s, \sigma)$ shifts significantly to higher values of the coupling strength $\sigma$ in the case of the network of van der Pol oscillators. In other words, the transition from the in-phase synchronized state to alternating OD states occurs at higher values of $\sigma$ compared to the case $N = 100$. As a consequence, the growth of the lifetime of amplitude chimeras observed for $N = 100$ as the value of $\sigma$ approaches the transition point $\sigma_C$ is not anymore observed. Overall, in the case of the network of van der Pol oscillators, the lifetime of classical amplitude chimeras decreases with increasing size of the network, a phenomenon observed in networks of Stuart–Landau oscillators. Contrarily, in the case of the network of Rayleigh oscillators, the position of the transition point $\sigma_C$ does not vary significantly. So, the growth of the lifetime of the chimera states is still observed as confirmed by Fig. 9. In addition, as shown by this figure, the rate of growth of the lifetimes increases with increasing size of the network. Interestingly, as the value of the coupling strength $\sigma$ decreases coming closer to $\sigma_C$, damped amplitude chimeras disappear at $\sigma = \sigma_S$ and the amplitude chimeras become stable. In this case, the bifurcation scenario can be read as follows: classical amplitude chimeras for $\sigma < \sigma_C$, stable amplitude chimeras for $\sigma_C < \sigma < \sigma_S$, and damped amplitude chimeras for $\sigma > \sigma_S$. We believe that the growth of the lifetime of chimera states might become more and more drastic as the size of the network increases, and as a consequence, the region $\sigma_C < \sigma < \sigma_S$ of stable amplitude chimeras might get larger.

The results depicted in Fig. 7 rely on the extensive numerical simulations. In Sec. IV C, we will perform the stability analysis of the in-phase synchronized state, coherent OD and alternating OD states in order to verify the results of numerical simulations and to predict the effect of fractional derivatives.

C. Linear stability analysis of dynamical states

For the study of the stability of the in-phase synchronized state, coherent OD, and alternating OD states, we make use of the properties of the variational equations of the coupled fractional-order systems. Let us recall that for certain parameter values, the in-phase synchronized state and alternating OD states are asymptotic states preceded by amplitude chimeras. The linear stability analysis proceeds in the same way as for the Stuart–Landau fractional-order oscillator.

We investigate the stability of a given state $x_0$ by considering small perturbations $\delta x_k = x_k - x_0$. By linearizing Eq. (1) around $x_0$, we obtain the following variational equations:

$$D_\alpha^t \delta x_k = DF(x_*) \delta x_k + \frac{\sigma}{n} \sum_{j=1}^{N} G_{kj} \delta x_j,$$  \hspace{1cm} (17)

where $k = 1, 2, \ldots, N$ and $DF(x_*)$ is the Jacobian matrix of the vector function $F(\cdot)$ evaluated on $x_*$. Equation (17) can be treated using the discrete Fourier transforms of the sequence...
\[ \{\delta x_i, \ k = 1, 2, \ldots, N\} \] given by

\[ \xi_n = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \delta x_j \exp \left( \frac{2\pi i j n}{N} \right). \]  

(18)

where \( n = 0, 1, 2, \ldots, N - 1 \) and \( i^2 = -1 \). Using the convolution theorem for discrete Fourier transforms, Eq. (17) is block-diagonalized and it reduces to the following \( N \) independent variational equations:

\[ D_t^{\sigma} \xi_n = \left[ DF(x_n) + \frac{\sigma}{\eta} \gamma_n E \right] \xi_n, \]  

(19)

where the eigenvalues of the connectivity matrix \( G \) are given by

\[ \gamma_n = -\eta + 2 \sum_{m=1}^{N} \frac{1}{\rho} \cos \left( \frac{2\pi m n}{N} \right) + (-1)^n. \]  

(20)

Note that these \( N \) variational equations only differ by the dependence of \( \gamma_n \) on \( n \), and that the sequence \( \{\gamma_n, \ n = 1, 2, \ldots, N - 1\} \) is symmetric with respect to \( n = N/2 \). Therefore, the study of \( N \) equations given by Eq. (17) is reduced to the study of \( N/2 + 1 \) equations given Eq. (19) for \( n = 0, 1, 2, \ldots, N/2 \).

1. Linear stability of the in-phase synchronized state

The synchronous state \( x_{\text{sync}} \) defines the synchronization manifold \( \{x_k(t) = x_{\text{sync}}, \ \forall \ k = 1, 2, \ldots, N\} \). Accordingly, in the case of synchrony of all oscillators, the coupling term in Eq. (1) vanishes and Eq. (1) reduces to the equation of an uncoupled oscillator. Thus, the state \( x_k = x_{\text{sync}} \) is the solution of Eq. (9). The in-phase synchronized state is characterized by the eigenmode \( n = 0 \) since \( \gamma_0 = 0 \), corresponding to the variational equation of an uncoupled oscillator. The study of the stability of the in-phase synchronized state is, thus, reduced to the study of the dynamical properties of the transverse eigenmodes [ruled by Eq. (19) for \( n \neq 0 \)] which may be expressed by the conditional Lyapunov exponents \( \lambda_{n, k}^{\perp} = \lim_{t \to +\infty} \ln \left( |\xi_n|^2 \right)/t \), where \( n = 1, 2, \ldots, N/2 \) and \( \xi_n^{\perp} \) are the two components of \( \xi_n \).

A necessary condition for the linear stability of the in-phase synchronized state is that the maximum Lyapunov exponent must be negative, i.e.,

\[ \Lambda_{\text{sync}} = \max_{n=1, 2, \ldots, N/2} \left( \max \left( \lambda_{n, k}^{\perp} \right) \right) < 0. \]  

(21)

Generally, the maximum Lyapunov exponent \( \Lambda_{\text{sync}} \) as a function of the eigenvalues of \( G \) is called master stability function, and it describes the stability of the network when it is applied to all eigenvalues. Therefore, the behavior of the master stability function \( \Lambda_{\text{sync}}(\sigma, s, \alpha) \) in dependence on the parameters \( \sigma, s, \) and \( \alpha \) will be considered in the following.

2. Stability of oscillation death states

An OD state is an inhomogeneous steady state where certain oscillators populate the branch \( (x(t), y(t)) \approx (x_s, y_s) \) and the others populate the branch \( (x(t), y(t)) \approx (-x_s, -y_s) \), where \( x_s \) and \( y_s \) are independent of time.

As mentioned above, the coherent OD state is defined as follows: \( (x_k(t), y_k(t)) \approx (x_s, y_s) \) for \( k \in (N/4, 3N/4) \) and \( (x_k(t), y_k(t)) \approx (-x_s, -y_s) \) elsewhere, and alternating OD states are defined as follows: \( (x_k(t), y_k(t)) \approx (x_s, y_s) \) for \( k \) odd (or even, respectively) and \( (x_k(t), y_k(t)) \approx (-x_s, -y_s) \) for \( k \) even (or odd, respectively). With this, the equations for the oscillator \( k = 1 \) can be derived from Eq. (1),

\[ \begin{align*}
    y_s + x_s - \frac{x_s^3}{3} &= 0, \\
    -x_s - 2\sigma y_s &= 0
\end{align*} \]  

(22)

for the network of van der Pol oscillators and

\[ \mu \left( 1 - y_s^2 \right) y_s - \alpha x_s = 0, \]  

(23)

for the network of van der Pol oscillators, where \( \sigma' = \sigma \left( \frac{1}{N} \right) + 2 \sum_{n=1}^{N-1} (1/r) + 1/P \right)/\eta \) for the coherent OD state and \( \sigma' = 2\sigma \left( \frac{1}{N} \right) + 1/(2r + 1) \right)/\eta \) for alternating OD states. Equations (22) and (23) admit a trivial solution, that is, \( (x_s, y_s) = (0, 0) \), and eventually two other solutions that emerge due to the coupling, namely, \( (x_s, y_s) = (x_s, -y_s) \) and \( (x_s, y_s) = (-x_s, y_s) \),

\[ \begin{align*}
    x_s &= \pm \sqrt{3} \left( 1 - \frac{1}{2\sigma'} \right)^{1/2}, \\
    y_s &= -\frac{x^3_s}{2\sigma'}.
\end{align*} \]  

(24)

for the network of van der Pol oscillators, with \( \sigma > \sigma_p = 1/2 \) and

\[ \begin{align*}
    x_s &= \frac{\omega y_s}{2\sigma'}, \\
    y_s &= \pm \sqrt{1 - \frac{\omega^2}{2\mu\sigma'}}
\end{align*} \]  

(25)

for the network of Rayleigh oscillators, with \( \sigma > \sigma_p = \omega^2/(2\mu) \). When the value of \( \sigma \) increases from 0, the trivial solution \( (x_s, y_s) = (0, 0) \) is the only solution of Eqs. (22) and (23) until at \( \sigma = \sigma_p \) (corresponding to \( \sigma_p \)), a pitchfork bifurcation gives rise to the birth of two symmetric solutions \( (x_s, y_s) \) and \( (x_s, -y_s) \), which represent the emerging symmetry-breaking death states in the two networks.

The stability of these death states can be determined by the variational equations given by Eq. (19) with \( x_k = x_s = (x_s, y_s)^T \) and \( x_s = x_s = (x_s, -y_s)^T \) and with the degenerate eigenvalues spectrum of Eq. (20). We substitute \( \xi_n \sim \exp(\lambda_{n, k}^{\perp} t) \) into Eq. (19) and use \( D_t^{\sigma} \xi_n \sim \lambda_{n, k}^{\perp} \exp(\lambda_{n, k}^{\perp} t) \) (see Ref. 70), where \( \lambda_{n, k}^{\perp} \) and \( \lambda_{n, k}^{\perp} \) are the eigenvalues associated with \( x_{n, k} \) and \( x_{k} \), respectively. Hence, \( \lambda_{n, k}^{\perp} \) are solutions of the characteristic equation,

\[ \det \left( DF(x_k) + \frac{\sigma}{\eta} \gamma_n E - \lambda_{n, k}^{\perp} I_2 \right) = 0, \]  

(26)

where \( I_2 \) is the \( 2 \times 2 \) unit matrix. This equation can be rewritten as follows in the form of an algebraic equation:

\[ \lambda_{n, k}^{2\mu} + b_{n, k}^{2\mu} + c = 0. \]  

(27)

Because, Eq. (27) contains only quadratic terms in \( x_s \) and \( y_s \), and according to Eqs. (24) and (25), \( x_s^2 = y_s^2 \), and \( y_s^2 = y_s^2 \), we find
\[ \lambda_{n+} = \lambda_{n-}. \] Thus, the two solutions \( \lambda_{n+}^{1,2} \) of Eq. (27) are

\[
\begin{align*}
\lambda_{n+}^{1,2} &= \left( \frac{-b \pm \sqrt{\Delta}}{2} \right) \alpha, \\
\lambda_{n+}^{1,2} &= \left( \frac{-b \pm i\sqrt{-\Delta}}{2} \right) \alpha,
\end{align*}
\]

(28)

according to the sign of \( \Delta = b^2 - 4c \). The stability condition for an OD state is that the real parts of all eigenvalues \( \lambda_{n+}^{1,2} \) (for \( n = 0, 1, 2, \ldots, N/2 \)) are negative, which yields

\[
\Lambda_{COD, AOD} = \max_{n=0,2,\ldots,N/2} \left( \max \left( \text{Re} \left( \lambda_{n+}^{1,2} \right) \right) \right) < 0,
\]

(29)

where \( \Lambda_{COD} \) and \( \Lambda_{AOD} \) are the maximum real part of the eigenvalues in the case of coherent and alternating OD states, respectively. As in the case of the in-phase synchronized state, we define the following OD master stability functions: \( \Lambda_{COD} (\sigma, s, \alpha) \) and \( \Lambda_{AOD} (\sigma, s, \alpha) \).

3. Stability analysis: The case of coupled integer-order oscillators

Numerical simulation shows that for \( \alpha \to 1 \), \( \Lambda_{Sync} < 0 \) all through the parameter spaces of Fig. 7, which means that the in-phase synchronized state is stable throughout these parameter spaces. However, as shown in Fig. 7, the in-phase synchronized state does not cover all the parameter space in each network case. Indeed, the in-phase synchronized state coexists in certain regions of the parameter space with coherent OD and alternating OD states as shown by the results of stability analysis depicted in Fig. 10.

For example, the in-phase synchronized state, coherent OD, and alternating OD states may coexist in region A. The in-phase synchronized state and alternating OD states may coexist in region B. In region C, only the in-phase synchronized state may exist. However, the realization of each of these states relies on the choice of the initial conditions and may also rely on the interplay between the master stability functions \( \Lambda_{Sync}, \Lambda_{COD}, \) and \( \Lambda_{AOD} \). Indeed, although \( \Lambda_{Sync}, \Lambda_{COD}, \) and \( \Lambda_{AOD} \) all have negative values in region A, comparing

**FIG. 10.** Result of the stability analysis of dynamical regimes for \( \alpha \to 1 \) and other parameters as in Fig. 1: (a)–(c) network of van der Pol oscillators and (d)–(f) network of Rayleigh oscillators. (a) and (d) Coherent OD and alternating OD stability regions with their boundaries \( \Lambda_{COD} = 0 \) and \( \Lambda_{AOD} = 0 \) and (b), (c), (e), and (f) interplay between the master stability functions. The region above \( \Lambda_{COD} = 0 \) (respectively, \( \Lambda_{AOD} = 0 \)) corresponds to stable coherent (respectively, alternating) OD states, i.e., in region A, coherent OD and alternating OD are stable, in region B, only alternating OD is stable, and in region C, all these OD states are unstable or do not exist. Note that the in-phase synchronized state is stable throughout the whole parameter space in the two networks considered as \( \Lambda_{Sync} (s, \sigma) < 0 \), which means that OD phenomena coexist with in-phase synchronization in regions A and B, whereas in region C, the in-phase synchronized state is the only stable state. Coherent (respectively, alternating) OD does not exist in the dark blue-colored regions in (b) and (e) respectively, in (c) and (f). These phenomena may coexist with in-phase synchronization in multicolored regions, with the stability regions shown in (a) and (d).
the dynamical regimes in Fig. 7 and the corresponding stability diagrams in Fig. 10, one notices that the visualization of the coherent OD region in Fig. 7(c) agrees very well with the stability condition $\Lambda_{COD} < 0$ marked by region A in Fig. 10(d). This means that the initial conditions considered in this work strongly favor the occurrence of coherent OD in region A compared to in-phase synchronization and alternating OD. However, in the case of the network of van der Pol oscillators, there is a gap between region A in Fig. 10(a) and the coherent OD region in Fig. 7(a) that matches rather with region D in Fig. 10(a). Region D defined by $|\Lambda_{COD}| > |\Lambda_{Sync}|$ is a patch of region A and its complement is region D defined by $|\Lambda_{Sync}| > |\Lambda_{COD}|$. Let us point out that the larger this is the master stability function $|\Lambda|$ of a state, the earlier this state might emerge as an asymptotic state. So, as the three states mentioned above are in competition, when the distribution of initial condition is not clearly favoring one state, the state with larger dynamic master eigenvalue might take over because its probability to emerge earlier is higher. So, in the case of the van der Pol network, there is a strong competition between in-phase synchronization and coherent OD in region A that splits up in two subdomains: region D and region $\bar{D}$, corresponding to coherent OD and in-phase synchronization, respectively.

Still comparing Figs. 7 and 10, one can notice that alternating OD states are actually observed in stability regions defined by $\Lambda_{AOD} < 0$, i.e., region B. However, alternating OD states do not fill completely their stability regions because they coexist with the in-phase synchronized state and the distribution of initial conditions is not favorable for their realization. To understand why alternating OD emerges in the patches of region B shown in Fig. 7, we analyze the level of competition between alternating OD and in-phase synchronization. To do so, we compare $\Lambda_{AOD}$ and $\Lambda_{Sync}$ by visualizing $|\Lambda_{Sync}(s, \sigma) - \Lambda_{AOD}(s, \sigma)|$. The regions where alternating OD emerges in Fig. 7 match perfectly with the regions in Figs. 10(c) and 10(f) where $\Lambda_{AOD}$ is larger than $\Lambda_{Sync}$ and the surface $|\Lambda_{Sync}(s, \sigma) - \Lambda_{AOD}(s, \sigma)|$ has a bump, corresponding to an explosion of the gap between $\Lambda_{AOD}$ and $\Lambda_{Sync}$. These regions are visualized in Figs. 10(c) and 10(f) by dark red color.

Alternating OD states emerge for values of the coupling exponent $s$ that are higher than 2, corresponding to a coupling normalization factor $\eta < 3.25$ that can be viewed as the mean number of counterparts to which each oscillator is coupled in the case of a nonlocal coupling scheme. This corresponds to a coupling range $\eta/(2N) < 0.01625$ that is favorable to the realization of amplitude chimera states. This justifies why alternating OD states are preceded by amplitude chimeras, just like the in-phase synchronized state at this scale of the coupling range.
4. Stability analysis: Fractional derivatives effect

For a fixed set \((s, \sigma)\), the master stability function \(\Lambda_{\text{Sync}}(\alpha)\) increases with decreasing value of the fractional derivatives order \(\alpha\). Whereas on the contrary, the OD dynamic master eigenvalues \(\Lambda_{\text{COD}}(\alpha)\) and \(\Lambda_{\text{AOD}}(\alpha)\) decrease with increasing value of \(\alpha\), resulting in the expansion of the stability regions of coherent OD and alternating OD states as it is shown in Fig. 11. Overall, the simultaneous increase of \(\Lambda_{\text{Sync}}(\alpha)\) and decrease of \(\Lambda_{\text{COD}}(\alpha)\) and \(\Lambda_{\text{AOD}}(\alpha)\) with decreasing value of \(\alpha\) express the tendency of synchronization to disappear with decreasing value of \(\alpha\), for the benefit of OD states.

D. Dynamical behavior of the networks of fractional-order oscillators

The sets of equations describing the considered networks of fractional-order van der Pol and Rayleigh oscillators [Eq. (1) associated with Eqs. (3) and (4), for \(\alpha > \alpha_H\)] are solved with the Adams–Bashforth–Moulton predictor–corrector method with the help of the Matlab routine FDE_PI12_PC.\(^{79}\) In this routine, the discrete convolutions (obtained by discretizing the integral in Eq. (2)) are evaluated by means of the fast Fourier transform algorithm allowing to reduce considerably the computational cost compared to the classical implementation, while preserving the order of accuracy.\(^{79}\)

Apart from the collective dynamical states exhibited by the networks of integer-order van der Pol and Rayleigh oscillators (see Subsection IV A), multi-cluster chimera death states appear progressively in the networks of fractional-order oscillators as the value of the order of fractional derivatives \(\alpha\) decreases. In particular at low values of \(\alpha\), if the value of the coupling strength is fixed, an increase in the coupling exponent \(s\) (i.e., a decrease in the coupling range) leads to an increase in the degree of incoherence of the death states and there is a transition from coherent two-cluster OD to totally incoherent OD states via solitary OD and chimera death states (see Fig. 12). The number of solitary steady states in a solitary OD pattern increases with increasing value of the coupling exponent \(s\). Thus, solitary oscillation death states represent a soft transition to incoherent oscillation death since the oscillators are leaving the coherent cluster gradually, just like solitary states represent a soft transition to incoherent collective oscillatory behavior.\(^{11}\) In addition, it is found here that the transition from the coherent OD state to chimera death states goes through solitary OD states. In the same
way, it was recently found that classical solitary states may mediate the transition from complete coherence to chimera states.\(^\text{11}\)

All these dynamical regimes are mapped in the parameter space with the help of the aforementioned characterization tools, as shown in Figs. 13 and 14. As predicted by the above stability analysis, the in-phase synchronized state disappears progressively to the benefit of multi-cluster chimera death states and alternating OD states whose degree of coherence decreases as \(\alpha\) decreases. This also means that, for high values of the coupling exponent \(s\), classical amplitude chimera patterns (corresponding to asymptotic in-phase synchronized state) are replaced progressively by damped amplitude chimera patterns (corresponding to asymptotic alternating OD states).

E. Fractional derivatives effect on amplitude chimera

It was shown in Ref. 11 that the distribution of initial conditions described in the beginning of this section is not favorable to the occurrence of stable amplitude chimeras in the network of integer-order Stuart–Landau oscillators. However, it was found that under the effect of fractional derivatives, the lifetime of damped amplitude chimeras increases exponentially as the order of fractional derivatives approaches a certain critical value, suggesting the occurrence of a stable amplitude chimera at this critical value. It is worth pointing out that the lifetime of amplitude chimeras strongly depends on the initial conditions in the deterministic case.\(^\text{11}\) The phase–antiphase (or antisymmetric) distribution of initial conditions has proved to induce stable amplitude chimeras.\(^\text{10,11,20}\) In this work, we intend to confirm the result in Ref. 11 according to which fractional derivatives can help to induce long-living, even stable amplitude chimeras with the distribution of initial conditions considered here. To do so, we analyze the effect of fractional derivatives on the amplitude chimera patterns shown in Figs. 2(b) and 3(d). Figure 15 shows that, decreasing the derivatives order \(\alpha\) from the value 1, the classical amplitude chimera is transformed into damped amplitude chimera at a critical point noted \(\alpha_C\). Also, Fig. 15 shows that the lifetime \(t_{\text{Trans}}\) of these two types of amplitude chimeras grows exponentially as the value of \(\alpha\) comes closer to \(\alpha_C\). At equal distances from \(\alpha_C\), the lifetime of the damped amplitude chimera is extremely larger than that of the classical amplitude chimera. The exponential growth of \(t_{\text{Trans}}\) at the two sides of \(\alpha_C\) is stopped at certain values of \(\alpha\) very close to \(\alpha_C\), and one would expect a logarithmic dependence of \(t_{\text{Trans}}\) with respect to \(\alpha\) in the exponentially narrow interval of \(\alpha\) around \(\alpha_C\), as it is the case for \(t_{\text{Trans}}(\sigma)\) in Fig. 8.

V. CONCLUSION

In this paper, we have explored the impact of fractional derivatives on the symmetry-breaking dynamics of coupled systems of identical limit-cycle oscillators. In a previous work,\(^\text{11}\) it was found that a decrease in the derivatives order induces significant qualitative and quantitative changes in the symmetry-breaking dynamical behavior of a network of fractional-order Stuart–Landau oscillators. In the present work, we have considered two important limit-cycle oscillators, namely, the van der Pol and Rayleigh oscillators. The coupled systems of these two oscillator models, as coupled Stuart–Landau oscillators, exhibit amplitude chimeras and oscillation death phenomena. It was previously found that coupled systems of Rayleigh oscillators can exhibit amplitude chimera states, but their occurrence in a network of van der Pol oscillators has not been observed yet. Studying networks of fractional-order versions of these two limit-cycle oscillators, we have demonstrated that the results of the aforementioned previous work can be generalized. At first, the coupled dynamics of integer-order oscillators has been explored thoroughly. And, it has been found that the two coupled systems can exhibit two types of amplitude chimeras, namely, the classical amplitude chimera (transient to in-phase synchronized state) and a novel amplitude chimera state named here “damped amplitude chimera,” whose (i) incoherent region(s) size increases continuously in the course of time and (ii) drifting units oscillations are damped continuously until they are quenched. Besides these transient regimes with oscillatory behaviors, some simple oscillation death states emerge in the behavior of the two networks. In particular, we have observed solitary oscillation death states in the behavior of the network of Rayleigh oscillators. Then, the effect of fractional derivatives has been investigated, which reveals that multi-cluster chimera death states are induced in the networks’ dynamics by the fractional derivatives. Under the effect of fractional derivatives, the classical amplitude chimera is transformed into damped amplitude chimera. Indeed, as the value of the fractional derivatives order decreases, the lifetime of classical amplitude chimeras increases, and there is a critical point at which there is a transition to damped amplitude chimeras. In addition, damped amplitude chimera patterns become gradually short-living transient states, which expresses the tendency of the coupled systems to stabilization toward steady states under the effect of fractional derivatives. Overall, a decrease in the order of fractional derivatives reduces the networks’ ability to synchronization and promotes diverse oscillation death patterns. The results have been verified by the stability analysis of synchronization and of some oscillation death states carried out with the help of the properties of the dynamic eigenvalues associated with the block-diagonalized variational equations of the coupled systems.
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The present study will deepen our understanding of the emergent dynamics of coupled fractional-order systems.
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